
Virasoro algebra and conformal field theory

28.01.2020

Lectures in Skoltech, fall 2019. There are mistakes here, if you find some
please write to mbersht@gmail.com

Contents

1 Bootstrap in 2d CFT 2
1.1 Conformal transformations . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.2 Fields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3 Stress-energy-momentum tensor . . . . . . . . . . . . . . . . . . . . . . . . 4
1.4 Ward identities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2 Representations of the Virasoro algebra 7
2.1 Verma modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 Shapovalov form . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

3 Conformal blocks 11
3.1 Correlation functions of Primary fields . . . . . . . . . . . . . . . . . . . . 11
3.2 Vertex operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Conformal blocks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.4 Degenerate field Φ1,1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
3.5 Fusion with Φ𝑚,𝑛 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.6 Zamolodchikov’s recursion relation . . . . . . . . . . . . . . . . . . . . . . 17
3.7 Singular vector 𝐷1,𝑛 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19

4 Three point function 21
4.1 Hypergeometric equation . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
4.2 DOZZ formula . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

5 Minimal models 24
5.1 Example 𝑐 = 0 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
5.2 Minimal models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
5.3 Unitarity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

1



6 Affine ̂︀sl(2) 31
6.1 Affine ̂︀sl(2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
6.2 Integrable modules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
6.3 Coset construction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

7 Drinfeld-Sokolov reduction 38
7.1 Finite-dimensional case . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38
7.2 Affine case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40

References 44

Problem set 47

1 Bootstrap in 2d CFT

The main reference in this section is [BP09, Sec. 1], see also [DFMS97],[ZZ90].

1.1 Conformal transformations

Conformal field theory is quantum field theory which has invariance under conformal
transformation. First, let us recall the definition of of the conformal group and conformal
algebra

Definition 1.1. Let 𝑋 be a Riemann manifold of dimension 𝑑 with metric 𝑔𝜇𝜈 . The
transformation 𝑥 ↦→ 𝑦 is called conformal if the metric tensor is multiplied by a function
Λ(𝑥), namely

𝑔𝜌𝜎
𝜕𝑦𝜇

𝜕𝑥𝜌
𝜕𝑦𝜈

𝜕𝑥𝜎
= Λ(𝑥)𝑔𝜇𝜈 (1.1)

More geometrically this means that conformal transformations preserves angles be-
tween curves.
First, let us find corresponding Lie algebra. Consider transformation 𝑦𝜇 = 𝑥𝜇 + 𝜖𝜇

with small 𝜖𝜇, then we get

𝑔𝜈𝜌𝜕𝜇𝜖
𝜌 + 𝑔𝜌𝜇𝜕𝜈𝜖

𝜌 = 𝐾(𝑥)𝑔𝜇𝜈

Here Λ = 1 + 𝜖𝐾. Assume for simplicity that 𝑔𝜇𝜈 is constant. Below we will mainly
concentrate on the case 𝑑 = 2, where this condition is not restrictive since any metric is
conformally equivalent to constant one [DFN92, Ch. 13]. Then we can lower index and
get

𝜕𝜇𝜖𝜈 + 𝜕𝜈𝜖𝜇 = 𝐾(𝑥)𝑔𝜇𝜈

Now exclude 𝐾 from this system. Taking the trace we get

2𝜕𝜇𝜖𝜇 = 𝐾(𝑥)𝑔𝜇𝜈𝑔
𝜇𝜈 = 𝑑𝐾(𝑥)

Therefore, finally we get

𝜕𝜇𝜖𝜈 + 𝜕𝜈𝜖𝜇 =
2

𝑑
(𝜕𝜎𝜖𝜎)𝑔𝜇𝜈 (1.2)
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Problem 1.1. Deduce the relations

(2− 𝑑)𝜕𝜇𝜕𝜈(𝜕
𝜎𝜖𝜎) = 𝑔𝜇𝜈(𝜕

𝜎𝜕𝜎)(𝜕
𝜌𝜖𝜌)

(𝑑− 1)(𝜕𝜈𝜕𝜈)(𝜕
𝜇𝜖𝜇) = 0

Problem 1.2. Find a group of conformal transformation in 𝑑 ≥ 3. Find dimension of
the group, find isomorphism with some classical group.

Now take 𝑑 = 2 𝑔𝜇𝜈 = 𝛿𝜇𝜈 . Then the equations (1.2) takes form

𝜕0𝜖0 = 𝜕1𝜖1, 𝜕1𝜖0 = −𝜕0𝜖1, (1.3)

This are Cauchy–Riemann equations on real and imaginary part of the holomorphic
function, if we set 𝑧 = 𝑥0 + 𝑖𝑥1, 𝑧 = 𝑥0 − 𝑖𝑥1. Therefore any holomorphic vector field
of the form 𝑧𝑛𝜕𝑧 is locally conformal. For the corresponding conformal transformation
𝑧 ↦→ 𝑓(𝑧)

𝑑𝑠2 = 𝐷𝑧𝑑𝑧 ↦→ 𝜕𝑓

𝜕𝑧

𝜕𝑓

𝜕𝑧
𝑑𝑧𝑑𝑧. (1.4)

Denote 𝐿𝑛 = −𝑧𝑛+1𝜕𝑧. For 𝑛 ≥ −1 this is infinitesimal transformation of the neigh-
borhood of 0, for 𝑛 < −1 this can be viewed as infinitesimal transformation of punctured
neighborhood. Them satisfy relations

[𝐿𝑛, 𝐿𝑚] = (𝑛−𝑚)𝐿𝑛+𝑚.

This Lie algebra is called Witt algebra.
In two dimensional conformal field theory, the space of fields form projective repre-

sentation of this algebra. So actually there is an action of the algebra which has one
additional generator 𝐶, such that [𝐶,𝐿𝑛] = 0 and

[𝐿𝑛, 𝐿𝑚] = (𝑛−𝑚)𝐿𝑛+𝑚 +
𝑛3 − 𝑛

12
𝛿𝑛+𝑚,0𝐶. (1.5)

This algebra is called Virasoro algebra.

Problem 1.3. Show that any Lie algebra with relations [𝐿𝑛, 𝐿𝑚] = (𝑛 − 𝑚)𝐿𝑛+𝑚 +
𝜔(𝑛,𝑚)𝐶, [𝐶,𝐿𝑛] = 0 is isomorphic to Virasoro algebra.

This problem explains that Virasoro algebra is unique central extension of Witt al-
gebra. The relations (1.5) are chosen in such way that 𝐿−1, 𝐿0, 𝐿1 form a closed al-
gebra which is isomorphic to sl2. This is the Lie algebra of the group 𝑃𝑆𝐿2(C) of
global conformal transformations of CP1, they are fractional linear transformations
𝑧 ↦→ (𝑎𝑧 + 𝑏)/(𝑐𝑧 + 𝑑).

For the Riemann surface of genus 1 (torus) the group of global conformal transforma-
tions is one dimensional, it consist of shifts 𝑧 ↦→ 𝑧 + 𝑎. For higher genus the group of
global conformal transformations is discrete.
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1.2 Fields

It turns out to be convenient to consider 𝑧, 𝑧 as two independent complex variables.
Therefore, the symmetry of the theory will be the product two Virasoro algebras. How-
ever, at some point we have to identify 𝑧 with the complex conjugate 𝑧* of 𝑧.

Fields only depending on 𝑧, i.e. 𝑂(𝑧), are called chiral fields and fields 𝑂(𝑧) only
depending on z are called anti-chiral fields.

Definition 1.2. If a field 𝑂(𝑧, 𝑧) transforms under scaling 𝑧 ↦→ 𝜆𝑧 according to

𝑂(𝑧, 𝑧) ↦→ 𝜆ℎ�̄�ℎ̄𝑂(𝜆𝑧, �̄�𝑧)) (1.6)

it is said to have conformal dimensions (ℎ, ℎ̄).

Definition 1.3. If a field Φ transforms under conformal transformations 𝑧 ↦→ 𝑓(𝑧)
according to

Φ(𝑧, 𝑧) ↦→
(︂
𝜕𝑓

𝜕𝑧

)︂ℎ(︂𝜕𝑓
𝜕𝑧

)︂ℎ̄

Φ(𝑓(𝑧), 𝑓(𝑧)) (1.7)

it is called a primary field of conformal dimension (ℎ, ℎ̄). If this holds only for for global
conformal transformations, then Φ is called a quasi-primary field.

Infinitesimally (𝜕𝑓/𝜕𝑧)ℎ = (1 + ℎ𝜕𝑧𝜖), and we get for primary field Φ

𝛿𝜖,𝜖Φ(𝑧, 𝑧) = (ℎ𝜕𝑧𝜖+ 𝜖𝜕𝑧 + ℎ̄𝜕𝑧𝜖+ 𝜖𝜕𝑧)Φ(𝑧, 𝑧) (1.8)

1.3 Stress-energy-momentum tensor

In Lagrangian formalism correlation functions are defined as

⟨𝑂1(𝑥1, �̄�1) . . . 𝑂𝑛(𝑥1, �̄�𝑛)⟩ =
∫︁
𝑂1(𝑥1, �̄�1) . . . 𝑂𝑛(𝑥1, �̄�𝑛) exp(−S[𝜙])D𝜙. (1.9)

Here 𝜑 denotes some fields in our theory, D𝜙 is a measure in the path integral,

S[𝜙] =

∫︁
ℒ(𝜙, 𝜕𝜇𝜙)𝑑2𝑥 (1.10)

is an action, ℒ is Lagrangian density1, 𝑂𝑖(𝑥𝑖, �̄�𝑖) are some local function of 𝜙(𝑥𝑖) and its
derivatives. Typical examples of the local field are 𝑂(𝑧) = 𝜕𝜇𝜙 or 𝑂(𝑧) = 𝑒𝛼𝜙.

Now we are going to derive some properties of the space of fields, which follows from
Lagrangian description. Many examples of conformal field theories do not have such
description. In this case the corresponding properties are postulated.

1It is usually assumed that ℒ do not depend on higher derivatives of 𝜙 (for example in mechanics this
is a condition that everything is determined by coordinates and momentum or this can stated as
principle of least action). But this assumption is not important for our arguments here.
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Assume first that correlation functions (1.9). Assume that some coordinate transfor-
mation 𝑥𝜇 ↦→ 𝑥𝜇 + 𝜖𝜇, supplied with an action on fields 𝜙 ↦→ 𝜙+ 𝛿𝜇𝜖𝜇𝑂 is a symmetry of
the action

S[𝜙] = S[𝜙+ 𝛿𝜇𝜖𝜇𝜙]. (1.11)

For any (not necessary symmetry) 𝜖 we have

S[𝜙+ 𝛿𝜇𝜖𝜇𝜙] = S[𝜙]−
∫︁
𝜖𝜇𝐴

𝜇[𝜙]𝑑2𝑥

Taking constant 𝜖 (i.e. assuming translation invariance) we have that
∫︀
𝐴𝜇[𝜙]𝑑2𝑥 = 0.

So 𝐴𝜇[𝜙] must be a derivative 𝐴𝜇[𝜙] = 𝜕𝜈𝑇
𝜈𝜇. Therefore

𝛿𝜖S =

∫︁
(𝜕𝜇𝜖𝜈)𝑇

𝜇𝜈𝑑2𝑥 (1.12)

Remark 1.1. Below we all also assume that 𝑇𝜇𝜈 = 𝑇 𝜈𝜇. This is not obvious (but see
[DFMS97]). Using this symmetry one can write

𝛿𝜖S =
1

2

∫︁
(𝜕𝜇𝜖𝜈 + 𝜕𝜈𝜖𝜇)𝑇

𝜇𝜈𝑑2𝑥 (1.13)

The term (𝜕𝜇𝜖𝜈 + 𝜕𝜈𝜖𝜇) is a variation of constant metric. Actually, one of the ways to
see (1.13) is to consider metric as dynamical variable and get define 𝑇𝜇𝜈 as a tensor
corresponding to variation of the metric 𝛿𝑔S =

∫︀
𝜕𝜇𝛿𝑔𝜇𝜈𝑇

𝜇𝜈𝑑2𝑥.

On the equation of motion 𝛿𝜖S = 0 for any 𝜖, not necessary corresponding to symmetry
of the action. Therefore integrating by parts we have 𝜕𝜇𝑇

𝜇𝜈 = 0.
Actually we do not restrict ourselves to the theories defined by (1.10). So we rather

postulate then prove properties of stress-energy-momentum tensor. This properties could
be viewed as a an application of Noether’s theorem.
Recall first this theorem in the classical mechanics. Assume that we have a vector

field 𝑣 on the coordinate space 𝑋 of the mechanical system. This vector field can be
lifted to the vector field on the phase space 𝑇 *𝑋, which we denote again by 𝑣. Assume
that this vector field 𝑣 represents symmetry of the system, i.e. 𝐿𝑣𝐻 = 0, where 𝐻 is a
Hamiltonian of the system. Then, there is a Hamiltonian 𝐻𝑣 for the vector field 𝑣, and
this function is an integral of motion 𝜕𝑡𝐻𝑣 = {𝐻,𝐻𝑣} = 0.
In the field theory, for continuous symmetry 𝜖 there is current 𝑗𝜈 such that 𝜕𝜈𝑗

𝜈 = 0
(on the equations of motion). Compare to electric charge, the change of charge in the
region is equal to the current flow through the boundary of the region.
In our case there exist (symmetric) tensor 𝑇𝜇𝜈 such that for any conformal transfor-

mation 𝑥𝜇 ↦→ 𝑥𝜇 + 𝜖𝜇 we have
𝜕𝜈(𝑇

𝜈𝜇𝜖𝜇) = 0 (1.14)

Taking 𝜖𝜇 to be constant we get 𝜕𝜈𝑇𝜈𝜇 = 0. Taking to be any conformal transformation
we get

0 = 𝜕𝜈(𝑇
𝜈𝜇𝜖𝜇) =

1

2
𝑇 𝜈𝜇(𝜕𝜇𝜖𝜈 + 𝜕𝜈𝜖𝜇) =

1

𝑑
(𝜕𝜎𝜖𝜎)𝑇

𝜈𝜇𝑔𝜇𝜈 (1.15)
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Proposition 1.1. In CFT we have 𝑇𝜇
𝜇 = 0.

Now restrict ourselves to 2d CFT in complex coordinates. Then the proposition above
means that 𝑇𝑧𝑧 = 0. Moreover, we have the following property.

Corollary 1.2. Denote 𝑇 = 𝑇𝑧𝑧, 𝑇 = 𝑇𝑧𝑧. Then equation 𝜕𝜈𝑇𝜈𝜇 = 0 means 𝜕𝑧𝑇 =
𝜕𝑧𝑇 = 0.

Problem 1.4. a) Find stress-energy-momentum tensor for the theory with action

S[𝜙] =

∫︁
(𝜕𝜇𝜙𝜕

𝜇𝜙− 𝑉 (𝜙)) 𝑑2𝑥 (1.16)

(free theory with self-action) and the transformations 𝜙 ↦→ 𝜙+ 𝜖𝜇𝜕𝜇𝜙(𝑥).
b) In case 𝑉 = 0 find equations of motion. Find 𝑇𝑧𝑧, 𝑇𝑧𝑧, 𝑇𝑧,𝑧 on equations of motion.

1.4 Ward identities

Consider again 𝑧, 𝑧 as two different complex numbers. Consider transformation 𝑧 ↦→
𝑧 + 𝜖(𝑧, 𝑧), 𝑧 ↦→ 𝑧, such that 𝜖 is holomorphic function with respect ot 𝑧. Then we have∫︁

𝑂1(𝑥1, �̄�1) . . . 𝑂𝑛(𝑥𝑛, �̄�𝑛) exp(−S[𝜙])D𝜙 =∫︁
(1 + 𝛿𝜖)𝑂1(𝑥1, �̄�1) . . . (1 + 𝛿𝜖)𝑂𝑛(𝑥𝑛, �̄�𝑛) exp(−S[𝜙])

(︂
1 +

∫︁
𝑑2𝑧𝜕𝜖𝑇 (𝑧)

)︂
D(𝜙+ 𝛿𝜖𝜙)

This equality is just a change of variables. Assume mow that measure in path integral
is invariant under the shift D(𝜙+ 𝛿𝜖𝜙) = D(𝜙). Taking the linear in 𝜖 term we get∫︁

𝑑2𝑧𝜕𝜖⟨𝑇 (𝑧)𝑂1(𝑥1, �̄�1) . . . 𝑂𝑛(𝑥𝑛, �̄�𝑛)⟩ =
𝑛∑︁

𝑖=1

⟨𝑂1(𝑥1, �̄�1) . . . 𝛿𝜖𝑂𝑖(𝑥𝑖, �̄�𝑖)𝑂𝑛(𝑥𝑛, �̄�𝑛)⟩

Assume now that 𝜖 vanishes outside the neighborhood 𝐵1, . . . , 𝐵𝑛 of 𝑥1, . . . , 𝑥𝑛. There-
fore the integral on the left side is equal to the of integrals over 𝐵𝑖 which due to Stokes
theorem equals to contour integral. We get

1

2𝜋𝑖

𝑛∑︁
𝑖=1

∮︁
𝐶𝑥𝑖

𝑑𝑧⟨𝑇 (𝑧)𝑂1(𝑥1, 𝑥1) . . . 𝑂𝑛(𝑥𝑛, �̄�𝑛)⟩ =
𝑛∑︁

𝑖=1

⟨𝑂1(𝑥1, �̄�1) . . . 𝛿𝜖𝑂𝑖(𝑥𝑖�̄�𝑖)𝑂𝑛(𝑥𝑛�̄�𝑛)⟩

Therefore for any point 𝑥𝑖

1

2𝜋𝑖

∮︁
𝐶𝑥𝑖

𝑑𝑧⟨𝑇 (𝑧)𝑂1(𝑥1, �̄�1) . . . 𝑂𝑛(𝑥𝑛, �̄�𝑛)⟩ = ⟨𝑂1(𝑥1, �̄�1) . . . 𝛿𝜖𝑂𝑖(𝑥𝑖, �̄�𝑖)𝑂𝑛(𝑥𝑛, �̄�𝑛)⟩

This condition is local, so we have (inside any correlation function)

1

2𝜋𝑖

∮︁
𝐶𝑥

𝜖(𝑧)𝑇 (𝑧)𝑂(𝑥, �̄�)𝑑𝑧 = 𝛿𝜖𝑂(𝑥, �̄�). (1.17)
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Assume for simplicity that 𝑥 = 0. If we set 𝑇 (𝑧) =
∑︀
𝐿𝑛𝑧

−𝑛−2 then we get

𝐿𝑛𝑂(0) =
1

2𝜋𝑖

∮︁
𝐶0

𝑧𝑛+1
(︁∑︁

𝐿𝑛𝑧
−𝑛−2

)︁
𝑂(0)𝑑𝑧 =

1

2𝜋𝑖

∮︁
𝐶0

𝑧𝑛+1𝑇 (𝑧)𝑂(0)𝑑𝑧 = 𝛿𝜖=𝑧𝑛+1𝑂(0),

(1.18)
i.e. 𝐿𝑛 corresponds to the infinitesimal deformation with 𝜖 = 𝑧𝑛+1. Recall that corre-
sponding vector fields satisfy Witt algebra. So it is natural to expect that 𝐿𝑛 (Fourier
modes of 𝑇 (𝑧)) satisfy Virasoro algebra.

Easy integration by parts shows that for any infinitesimal transformation 𝜖 defined at
the vicinity of 0. Then we get from (1.17) that

𝛿𝜖𝑂(0) =
1

2𝜋𝑖

∮︁
𝐶0

⎛⎝∑︁
𝑘≥0

1

𝑘!
𝜕𝑘𝑧 𝜖𝑧

𝑘

⎞⎠∑︁
𝑛∈Z

𝐿𝑛𝑂(0)

𝑧𝑛+2
𝑑𝑧 =

∑︁
𝑘≥0

1

𝑘!
𝜕𝑘𝑧 𝜖𝐿𝑘−1𝑂(0).

This means that for any field 𝑂 we have 𝐿−1𝑂 = 𝜕𝑧𝑂. Now assume that field Φ is
primary. Then by the infinitesimal formula (1.8) we have by

𝛿𝜖Φ(0) = (ℎ𝜕𝑧𝜖+ 𝜖𝜕)Φ(0) (1.19)

Comparing the last two formulas we get the following proposition.

Proposition 1.3. Primary fields satisfy highest weight condition

𝐿𝑘Φ = 0, 𝑘 > 0, 𝐿0Φ = ℎΦ. (1.20)

2 Representations of the Virasoro algebra

2.1 Verma modules

Denote by Vir the Virasoro algebra. Let Vir≥0 be a subalgebra generated by 𝐿𝑘, 𝑘 ≥ 0
and 𝐶. Let Vir<0 be a subalgebra generated by 𝐿𝑘, 𝑘 < 0.

Definition 2.1. Verma module Vℎ,𝑐 is a module freely generated by Vir<0 from the
highest weight vector 𝑣ℎ,𝑐

𝐿𝑘𝑣ℎ,𝑐 = 0, 𝑘 > 0, 𝐿0𝑣ℎ,𝑐 = ℎ𝑣ℎ,𝑐, 𝐶𝑣ℎ,𝑐 = 𝑐𝑣ℎ,𝑐. (2.1)

More formally, one can consider vector space generated by 𝑣ℎ,𝑐 as one-dimensional rep-
resentation Cℎ,𝑐 of Vir≥0. Then by definition Verma module is an induced representation
Vℎ,𝑐 = 𝑈(Vir)⊗𝑈(Vir≥0) Cℎ,𝑐

Due to Poincare-Birkhoff-Witt theorem, the module Vℎ,𝑐 has a basis labeled by par-
titions 𝜆

𝐿−𝜆𝑣ℎ,𝑐 = 𝐿−𝜆1𝐿−𝜆2 · · ·𝐿−𝜆𝑘
|ℎ⟩, where 𝜆1 ≥ 𝜆2 . . . ≥ 𝜆𝑘 > 0.

One can define the character of the Virasoro representation by Tr 𝑞𝐿0 . It is easy to see
that 𝐿0(𝐿−𝜆𝑣ℎ,𝑐) = (ℎ+ |𝜆|)𝐿−𝜆𝑣ℎ,𝑐, where |𝜆| = 𝜆1 + . . .+ 𝜆𝑘. Then the dimension of
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the eigenspace of 𝐿0 with eigenvalue ℎ+𝑁 is equal to number of partition 𝑝(𝑁). Then
we have

𝜒(Vℎ,𝑐) = 𝑞ℎ
∑︁
𝑁≥0

𝑝(𝑁)𝑞𝑁 =
𝑞ℎ∏︀∞

𝑘=1(1− 𝑞𝑘)
. (2.2)

Here 𝑞 is a formal variable, but of course the analytical properties of the resulting
functions could be interesting. Some properties (in particular modular transformations)
become better if the character will be defined as Tr 𝑞𝐿0−𝑐/24

Definition 2.2. The vector 𝑤 ∈ Vℎ,𝑐 is called singular of the level 𝑁 ≥ 0 if it satisfies

𝐿𝑘𝑤 = 0, 𝑘 > 0, 𝐿0𝑤 = (ℎ+𝑁)𝑤. (2.3)

Example 2.1. Let ℎ = 0. Then 𝑤 = 𝐿−1𝑣ℎ,𝑐 is a singular vector. Indeed, obviously
𝐿𝑘(𝐿−1𝑣ℎ,𝑐) = 0 for 𝑘 ≥ 2 and the only nontrivial computations is

𝐿1(𝐿−1𝑣ℎ,𝑐) = 2ℎ𝑣ℎ,𝑐 = 0.

Proposition 2.1. The Verma module Vℎ,𝑐 is reducible if and only if there is a singular
vector 𝑤 ∈ Vℎ,𝑐.

Proof. Assume that 𝑤 ∈ Vℎ,𝑐 is a singular vector. Then it generates a submodule over
the Virasoro algebra, and due to singular vector conditions this submodule does not
contain the highest weight vector 𝑣ℎ,𝑐. So the Verma module Vℎ,𝑐 is reducible.
On the other hand, assume that there exists a proper invariant subspace 𝑊 ⊂ Vℎ,𝑐.

Since this subspace is invariant under the action of 𝐿0 it should be graded Therefore it
contains some vector 𝑤 with the lowest value of 𝐿0. This vector is annihilated by 𝐿𝑘,
for 𝑘 > 0. If 𝑤 is proportional to 𝑣ℎ,𝑐, then 𝑊 coincides with Vℎ,𝑐, that contradicts our
assumption. Therefore 𝑤 is a singular vector.

It will be convenient to use the following (Liouville) parametrization of the central
charge and highest weight

𝑐 = 𝑐(𝑏) = 1 + 6(𝑏−1 + 𝑏)2, ℎ = ℎ(𝑃, 𝑏) = (
𝑏−1 + 𝑏

2
)2 − 𝑃 2. (2.4)

Theorem 2.2 (Kac-Feigin-Fuchs). The Verma module Vℎ,𝑐 has a singular vector on the
level 𝑁 is and only if there exist 𝑚,𝑛 ∈ Z, 𝑚𝑛 > 0 such that 𝑁 = 𝑚𝑛 and ℎ = ℎ𝑚𝑛 =
ℎ(𝑃𝑚𝑛, 𝑏), where 𝑃𝑚,𝑛 = (𝑚𝑏−1 + 𝑛𝑏)/2.

Example 2.2. For 𝑃 = 𝑃1,1 we have ℎ = ℎ11 = 0. This agrees with Example 2.1 above.

Problem 2.1. Find formulas for singular vectors on the level 2. The formulas should
depend on 𝑏 (and do not depend on 𝑃 ).

By Lℎ,𝑐 we denote the irreducible quotient of Vℎ,𝑐. It exists and unique, it can be
defined as a quotient of Vℎ,𝑐 by a sum of all proper submodules.
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One of the main goals of representation theory of the Virasoro algebra is to describe
Lℎ,𝑐 for all ℎ, 𝑐, in particular find their characters. It follows from Theorem 2.2 and
Proposition 2.1 that for ℎ ̸= ℎ𝑛,𝑚 the Verma module is irreducible, Vℎ,𝑐 ≃ Lℎ,𝑐.

Assume that ℎ = ℎ𝑛,𝑚. We have a morphism of Virasoro modules Vℎ𝑛,𝑚+𝑛𝑚,𝑐 →
Vℎ𝑛,𝑚,𝑐 which sends 𝑣ℎ𝑛,𝑚+𝑛𝑚,𝑐 to a singular vector 𝑤 ∈ Vℎ𝑛,𝑚,𝑐. Note that ℎ𝑛,𝑚+𝑛𝑚 =
ℎ𝑛,−𝑚. Due to Theorem 2.2 the Verma module Vℎ𝑛,𝑚+𝑛𝑚,𝑐 is reducible if and only if
𝑃𝑛,−𝑚 = 𝑃𝑟,𝑠 for some 𝑟, 𝑠 ∈ Z, 𝑟𝑠 > 0. Therefore if 𝑏2 is not positive rational number,
we see that Vℎ𝑛,𝑚+𝑛𝑚,𝑐 is irreducible. Moreover, under this assumption Vℎ𝑛,𝑚,𝑐 has no
singular vectors other then 𝑤. Therefore we have

𝜒(Lℎ𝑚,𝑛,𝑐) =
𝑞ℎ𝑚,𝑛(1− 𝑞𝑚𝑛)∏︀∞

𝑘=1(1− 𝑞𝑘)
. (2.5)

We will call 𝑏 such 𝑏2 ̸∈ Q generic. Corresponding central charges are also called generic.
The characters of representations for non generic 𝑐 could have drastically different form.

Example 2.3. Let us take 𝑏2 = −2/3. Then the central charge 𝑐 = 0. In this case the
Virasoro algebra has trivial representation. Therefore

𝜒(L0,0) = 1 =
1− 𝑞 − 𝑞2 + 𝑞5 + 𝑞7 − · · ·∏︀∞

𝑘=1(1− 𝑞𝑘)
.

Problem 2.2. (Duality 𝑐 ↔ 26 − 𝑐.) Assume that 𝑐 is generic. Show there is
an embedding of Verma modules Vℎ1,𝑐 → Vℎ2,𝑐 if and only there exist an embedding
V1−ℎ2,26−𝑐 → V1−ℎ1,26−𝑐.

2.2 Shapovalov form

Definition 2.3. Shapovalov form is a complex symmetric form on Vℎ,𝑐 such that
(𝑣ℎ,𝑐, 𝑣ℎ,𝑐) = 1 and 𝐿*

𝑘 = 𝐿−𝑘, 𝐶
* = 𝐶.

Introduce notation for the Gramm matrix

𝐺𝜆,𝜇 = (𝐿−𝜆𝑣ℎ,𝑐, 𝐿−𝜇𝑣ℎ,𝑐).

Since the operator 𝐿0 is self adjoint the eigenvectors with different eigenvalues are pair-
wise orthogonal. Therefore 𝐺𝜆,𝜇 = 0 if |𝜆| ̸= |𝜇|. SO the Gramm matrix 𝐺 has a block
form, for the given level 𝑁 we have a matrix 𝐺𝑁 of the size 𝑝(𝑁)× 𝑝(𝑁).

Example 2.4. On the level 1 the matrix 𝐺1 = (𝐺{1},{1}) = 2ℎ,

Problem 2.3. Find the matrix 𝐺2. Compute its determinant in parametrization (2.4).
Decompose it into a product of linear functions on 𝑃 .

Remark 2.5. There is a similar but different notion for Shapovalov form (see e.g.
[KR87, Sec. 3]). Namely, one can consider Hermitian form on Vℎ,𝑐 such that ⟨𝑣ℎ,𝑐, 𝑣ℎ,𝑐⟩ =
1 and 𝐿†

𝑛 = 𝐿−𝑛. Such form exists only if ℎ, 𝑐 ∈ R. One can also ask weather this
Hermitian form is positive definite, this impose additional constraints on ℎ, 𝑐 for example
from the level 1 calculation one can see that ℎ > 0.

9



Proposition 2.3. The Verma module Vℎ,𝑐 is irreducible if and only the Shapovalov form
is non degenerate

Proof. If the form 𝐺 is degenerate then its kernel is a submodule of Vℎ,𝑐. Indeed, if
𝑤 ∈ Ker𝐺, then for any 𝑘 ∈ Z and 𝑢 ∈ Vℎ,𝑐 we have (𝐿𝑘𝑤, 𝑢) = (𝑤,𝐿−𝑘𝑢) = 0, so we
proved that 𝐿𝑘𝑤 ∈ Ker𝐺.

On the other hand, if Vℎ,𝑐 is reducible then by Proposition 2.1 it contains singular
vector 𝑤. Then 𝑤 ∈ Ker𝐺 since (𝐿−𝜆𝑣ℎ,𝑐, 𝑤) = (𝑣ℎ,𝑐, 𝐿𝜆𝑘

. . . 𝐿𝜆1𝑤) = 0.

Theorem 2.4 (Kac-Feigin-Fuchs). Determinant of the Shapovalov form on the level
𝑁 has the form det𝐺𝑁 ∼

∏︀
𝑛,𝑚≥1(ℎ − ℎ𝑛,𝑚)𝑃 (𝑁−𝑛𝑚), where ∼ means some constant

coefficient.

Note due to this theorem det𝐺𝑛 vanishes for ℎ = ℎ𝑛,𝑚 firstly for 𝑁 = 𝑛𝑚. Therefore
there is a singular vector in Vℎ𝑛,𝑚,𝑐 on the level 𝑚𝑛. Hence the Theorem 2.2 follows
form the Theorem 2.4. The meaning of power 𝑃 (𝑁 − 𝑛𝑚) stands for the dimension of
the space descendants of the singular vector, all this descendants belong to the kernel of
𝐺.

We will prove the Theorem 2.4 later, but up to now we just show that it gives correct
degree of det𝐺𝑁 as a polynomial in ℎ

Proposition 2.5. The determinant of the Shapovalov form det𝐺𝑁 has degree in ℎ non
greater then

∑︀
|𝜆|=𝑁 | 𝑙(𝜆).

Here by 𝑙(𝜆) we denote a number of parts in the partition 𝜆.

Proof. It is easy to see that degree of each matrix element 𝐺𝜆,𝜇 is not greater that 𝑙(𝜆)
and 𝑙(𝜇).

The following combinatorial statement shows that this bound of degree coincides with
the degree in Theorem 2.4.

Proposition 2.6. For any 𝑁 ≥ 1 we have
∑︀

|𝜆|=𝑁 | 𝑙(𝜆) =
∑︀

𝑚,𝑛≥1 𝑝(𝑁 −𝑚𝑛).

Proof. The proof can be organized as a sequence of identities for generating functions.
By 𝑙(𝑛)(𝜆) we denote number of parts equal to 𝑛 in a partition 𝜆. We have

∑︁
𝑁≥0

𝑞𝑁
∑︁

𝑚,𝑛≥1

𝑝(𝑁 −𝑚𝑛) =

⎛⎝ ∑︁
𝑚,𝑛≥1

𝑞𝑚𝑛

⎞⎠⎛⎝∑︁
𝐾≥0

𝑝(𝐾)𝑞𝐾

⎞⎠ =
∑︁
𝑛≥1

𝑞𝑛

1− 𝑞𝑛

∏︁
𝑘≥1

1

1− 𝑞𝑘

=
∑︁
𝑛≥1

𝑞𝑛

(1− 𝑞𝑛)2

∏︁
𝑘≥1,𝑘 ̸=𝑛

1

1− 𝑞𝑘
=
∑︁
𝑛≥1

∑︁
𝜆

𝑙(𝑛)(𝜆)𝑞|𝜆| =
∑︁
𝜆

𝑙(𝜆)𝑞|𝜆|.

Problem 2.4. Bound the degree det𝐺𝑛 as a polynomial in 𝑐. Compare this bound with
the Theorem 2.4.
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3 Conformal blocks

3.1 Correlation functions of Primary fields

Using conformal symmetry we can fix two and three point functions to a large extent.
Consider two point ⟨Φ1(𝑧1),Φ2(𝑧2)⟩ of two quasiprimary chiral fields. It depends on
𝑧1 − 𝑧2. Due to rescaling

⟨Φ1(𝑧1),Φ2(𝑧2)⟩ ↦→ ⟨𝜆ℎ1+ℎ2Φ1(𝜆𝑧1),Φ2(𝜆𝑧2)⟩

Therefore ⟨Φ1(𝑧1),Φ2(𝑧2)⟩ = 𝑑(𝑧1 − 𝑧2)
ℎ1+ℎ2 for some constant 𝑑. Now using inversion

⟨Φ1(𝑧1),Φ2(𝑧2)⟩ ↦→ ⟨ 1

𝑧2ℎ1
1

1

𝑧2ℎ2
2

Φ1(−1/𝑧1),Φ2(−1/𝑧2)⟩

So we get ℎ1 = ℎ2. Therefore the two point function is diagonal on quasi primary fields
(of course this is not literally correct if there are more then one quasi primary field of
given dimension)

⟨Φ1(𝑧1),Φ2(𝑧2)⟩ = 𝛿ℎ1,ℎ2

𝐶12

(𝑧1 − 𝑧2)2ℎ1
(3.1)

Similarly

⟨Φ1(𝑧1),Φ2(𝑧2),Φ3(𝑧3)⟩ =
𝐶123

𝑧ℎ1+ℎ2−ℎ3
12 𝑧ℎ2+ℎ3−ℎ1

23 𝑧ℎ1+ℎ3−ℎ2
13

(3.2)

where 𝑧𝑖𝑗 = 𝑧𝑖 − 𝑧𝑗 .
For fields which are quasiprimary with respect to anti chiral Virasoro algebra we will

get similar dependence on 𝑧. If the fields are quasiprimary with respect to both chiral
and anit chiral Virasoro algebras then we have product. For example if for two fields we
have ℎ1 = ℎ̄1 = ℎ2 = ℎ̄2 = ℎ then

⟨Φ1(𝑧1, 𝑧1),Φ2(𝑧2, 𝑧2)⟩ = 𝐶|𝑧1 − 𝑧2|−4ℎ

In particular this function has no monodromy on the plane. If ℎ > 0 it also decreases at
infinity and is integrable over all complex plane.
Four point functions are not determined completely by the conformal invariance. But

they can be reduced to the function of the cross-ratio. For example four point function
of chiral quasiprimary fields has the form

⟨Φ1(𝑧1)Φ2(𝑧2)Φ3(𝑧3)Φ4(𝑧4)⟩ =
∏︁

(𝑧𝑖 − 𝑧𝑗)
𝛾𝑖𝑗𝐺(𝑧), (3.3)

where 𝛾12 = 𝛾13 = 0, 𝛾14 = −2ℎ1, 𝛾24 = ℎ1 + ℎ3 − ℎ2 − ℎ4, 𝛾34 = ℎ1 + ℎ2 − ℎ3 − ℎ4,
𝛾23 = ℎ4 − ℎ1 − ℎ2 − ℎ3, 𝐺(𝑧) is some function of cross-ratio

𝑧 =
(𝑧1 − 𝑧2)(𝑧3 − 𝑧4)

(𝑧1 − 𝑧4)(𝑧3 − 𝑧2)
. (3.4)

The choice of the exponents 𝛾𝑖𝑗 is not canonical, since we can put factors like 𝑧𝛾 or
(1 − 𝑧)𝛾 either inside the function 𝐺(𝑧) or in the prefactor. Here we assumed that
prefactor does not have singularities at 𝑧1 → 𝑧2 and 𝑧1 → 𝑧3.
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Remark 3.1. It is also useful to write confromal invariance of the correlation function
of quasiprimary fields in form of invariance under the infinitesimal conformal transfor-
mations:

𝑧 ↦→ 𝑧 + 𝜖 :
𝑛∑︁

𝑘=1

𝜕𝑘⟨Φℎ1(𝑧1) . . .Φℎ𝑛(𝑧𝑛)⟩ = 0𝑙 (3.5)

𝑧 ↦→ 𝑧(1 + 𝜖) :
𝑛∑︁

𝑘=1

(𝑧𝑘𝜕𝑘 + ℎ𝑘)⟨Φℎ1(𝑧1) . . .Φℎ𝑛(𝑧𝑛)⟩ = 0; (3.6)

𝑧 ↦→ 𝑧

𝜖𝑧 + 1
= 𝑧 − 𝜖𝑧2 + . . . :

𝑛∑︁
𝑘=1

(𝑧2𝑘𝜕𝑘 + 2ℎ𝑘𝑧𝑘)⟨Φℎ1(𝑧1) . . .Φℎ𝑛(𝑧𝑛)⟩ = 0. (3.7)

3.2 Vertex operators

Now we will work in operator formalism. We consider the correlation function as a
matrix element, where fields an 0 and ∞ are in and out Verma modules over chiral and
antichiral Virasoro algebra.
And other Primary fields will be considered as a operators between Virasoro repre-

sentations.
The equation (1.20) can be rewritten in term of operator product expansion. One

can consider this as a limit 𝑧 → 0 and the product 𝑇 (𝑧)Φ(0) can have singularities only
around 0 (locality condition). And the equation (1.20) means that

𝑇 (𝑧)Φ(0) =
ℎΦ(0)

𝑧2
+
𝜕Φ(0)

𝑧
+ regular terms. (3.8)

This OPE leads to commutation relations

Proposition 3.1. Commutation relations between 𝐿𝑘 and Φℎ(𝑧) has the form

[𝐿𝑘,Φℎ(𝑧)] =

(︂
𝑧𝑘+1 𝜕

𝜕𝑧
+ (𝑘 + 1)𝑧𝑘ℎ

)︂
Φℎ(𝑧). (3.9)

Proof. We apply the commutator to any field 𝐴 located at the origin

[𝐿𝑘,Φℎ(𝑧)]𝐴(0) =

∮︁
𝐶0

𝑇 (𝑤)𝑤𝑘+1Φℎ(𝑧)𝐴(0)𝑑𝑤 − Φℎ(𝑧)

∮︁
𝐶0

𝑇 (𝑤)𝑤𝑘+1𝐴(0)𝑑𝑤

=

∮︁
𝐶𝑧

𝑇 (𝑤)𝑤𝑘+1Φℎ(𝑧)𝐴(0)𝑑𝑤 =

∮︁
𝐶𝑧

(︂
ℎΦ(𝑧)

(𝑤 − 𝑧)2
+

𝜕Φ(𝑧)

(𝑤 − 𝑧)
+ reg.

)︂
𝑤𝑘+1𝐴(0)𝑑𝑤

=
(︁
ℎ(𝑘 + 1)𝑧𝑘Φ(𝑧) + 𝑧𝑘+1𝜕Φ(𝑧)

)︁
𝐴(0)

Since the field 𝐴(0) is arbitrary we get the desired commutation relation.

For example, three point correlations function (to be more precise three point confor-
mal block, see below) is just a matrix element (𝑣ℎ1,𝑐,Φℎ(𝑧)𝑣ℎ2,𝑐). From the commutation
relations one can see that

(𝑣ℎ1,𝑐,Φℎ(𝑧)𝑣ℎ2,𝑐) ∼ 𝑧ℎ1−ℎ−ℎ2 .
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This agrees with the formula (3.2).

Proposition 3.2. Let Φℎ be a vertex operator from Vℎ2,𝑐 to Vℎ1,𝑐.
a) Decompose Φℎ(𝑧) =

∑︀
Φℎ[𝑛]𝑧

ℎ1−ℎ−ℎ2−𝑛 We have commutation relation on modes

[𝐿𝑘,Φℎ[𝑛− 𝑘]] = (𝑘ℎ− 𝑛+ (ℎ1 − ℎ2))Φℎ[𝑛] (3.10)

Denote the image of highest vector 𝑣ℎ2,𝑐 by 𝑊 ℎ1
ℎ2,ℎ

(𝑧) = 𝑧ℎ1−ℎ−ℎ2
∑︀
𝑊𝑁𝑧

𝑁 . Then the
vectors 𝑊𝑁 satisfies

𝐿0𝑊𝑁 = (ℎ1 +𝑁)𝑊𝑁 , 𝐿𝑘𝑊𝑁+𝑘 = (ℎ1 + 𝑘ℎ− ℎ2 +𝑁)𝑊𝑁 , 𝑘 > 0. (3.11)

b) Let ℎ1 be generic. Then the vertex operator Φℎ exists and unique up to (independent
on 𝑧) normalization.

The vector 𝑊 ℎ1
ℎ2,ℎ

(𝑧) could be called Whittaker vector or chain vector.

Proof. The statement a) follows directly from the (3.9).
Recall that condition ℎ1 is generic if and only if the Shapovalov form on Vℎ1,𝑐 is

non-degenerate. First we prove the uniqueness and existence of the Whittaker vector
𝑊 ℎ1

ℎ2,ℎ
(𝑧). Indeed, using (3.11) one can reduce the scalar of the form (𝐿−𝜆𝑣ℎ1,𝑐,𝑊𝑁 )

to the scalar product (𝑣ℎ1,𝑐,𝑊0), i.e. to normalization of Φℎ. Since the form is non-
degenerate this determines𝑊𝑁 uniquely. Denote the vectors defined by this construction
by ̃︁𝑊𝑁

Problem 3.1 (*). Prove that obtained vectors ̃︁𝑊𝑁 satisfy (3.11).

Note that in order to determine Φℎ𝑣ℎ1,𝑐 we used relation (3.10) for 𝑘 ≥ 0. Now using
this relation for 𝑘 < 0 one determines uniquely the vectors Φℎ𝐿−𝜇𝑣ℎ1,𝑐

Remark 3.2. This proof can be rephrased as follows. The Verma module Vℎ1,𝑐 is free
as Vir<0 module, therefore the construction of Φℎ is equivalent to the construction of a
map from one dimensional vector space ⟨𝑣ℎ1,𝑐⟩ to Vℎ1,𝑐, which satisfies (3.9) for Vir≥0.
For generic ℎ2 the Verma module Vℎ2,𝑐 is cofree as Vir>0 module therefore everything
reduces to construction of the map from ⟨𝑣ℎ1,𝑐⟩ to ⟨𝑣ℎ2,𝑐⟩ which agrees with (3.9) for
𝑘 = 0. This is given by 𝑧ℎ1−ℎ−ℎ2 .

Note that commutation relations (3.9) do not fix normalization of Φℎ. One of standard
choices is

(𝑣ℎ1,𝑐,Φℎ(𝑧)𝑣ℎ2,𝑐) = 𝑧ℎ1−ℎ−ℎ2 . (3.12)

Sometimes it is more convenient to use another normalization, in which this three point
function depends on ℎ1, ℎ2, ℎ, 𝑐.

Problem 3.2. a) Define representation of the Virasoro algebra on the vector space ℱ𝜆,𝜇

with the basis [𝑛] = 𝑧𝜆+𝑛(𝜕𝑧)
𝜇, 𝑛 ∈ Z. Equivalently (and probably more standard) one

can define basis by the formula [𝑛] = 𝑧𝜆+𝑛(𝑑𝑧)−𝜇.
b) Show that commutation relations on modes Φℎ are equivalent to the relation on

components of intertwining operator Vℎ1,𝑐 ⊗ℱ𝜆,𝜇 → Vℎ2,𝑐. Find corresponding 𝜆, 𝜇.
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3.3 Conformal blocks

Consider four point correlation function 𝐺(𝑧, 𝑧) = ⟨Φ4(∞)Φ3(1)Φ2(𝑧, 𝑧)Φ1(0)⟩. In the
operator formalism the target module of Φ2 (and correspondingly source module for
Φ3) is not specified. This Vir ⊕ Vir module is called intermediate module and can be
arbitrary from our space of states. Therefore we have

𝐺(𝑧, 𝑧) =
∑︁
ℎ,ℎ

𝐶ℎ
12𝐶

ℎ
34

(︁
𝑣ℎ4,𝑐,Φℎ3(1)

ℎ
Φℎ2(𝑧)𝑣ℎ1,𝑐

)︁ (︁
𝑣ℎ̄4,𝑐

,Φℎ̄3
(1)

ℎ̄
Φℎ̄2

(𝑧)𝑣ℎ̄1,𝑐

)︁
(3.13)

The region of summation depends on the theory. If the space of fields in the theory
contains finite number of Vir ⊕ Vir modules then the theory is called rational and the
sum in (3.13) is finite. For not rational theories the sum could be viewed as an integral
over ℎ, ℎ̄. The numbers 𝐶ℎ

12, 𝐶
ℎ
34 are responsible for the normalization of Φ2, Φ3 and

called structure constants.
The function ℱ (⃗ℎ, ℎ, 𝑐|𝑧) =

(︁
𝑣ℎ4,𝑐,Φℎ3(1) ℎΦℎ2(𝑧)𝑣ℎ1,𝑐

)︁
is determined by the represen-

tation theory of the (chiral) Virasoro algebra. This function is called the conformal block
of the correlation function. It can be written explicitly inserting all possible descendants
of 𝑣ℎ,𝑐 in intermediate module. Namely

ℱ (⃗ℎ, ℎ, 𝑐|𝑧) = 𝑧ℎ−ℎ1−ℎ2
∑︁

𝜆,𝜇,|𝜆|=|𝜇|

𝑧|𝜆|⟨ℎ1|Φℎ2(1)𝐿−𝜆|ℎ⟩⟨ℎ|𝐿𝜇Φℎ4(1)|ℎ3⟩𝐺𝜆,𝜇. (3.14)

Here 𝐺𝜆,𝜇 is the inverse of the Shapovalov matrix 𝐺𝜆,𝜇. It is easy to see from (3.10)
that the operator Φℎ(𝑧

−1) : Vℎ2,𝑐 → 𝑉ℎ1,𝑐 is adjoint to the operator Φℎ(𝑧) : Vℎ1,𝑐 → 𝑉ℎ2,𝑐.
Therefore one can write four point conformal block as scalar product of Whittaker vectors

ℱ (⃗ℎ, ℎ, 𝑐|𝑧) = (𝑊 ℎ
ℎ3,ℎ4

(1),𝑊 ℎ
ℎ1,ℎ2

(𝑧)) (3.15)

Formulas (3.14) and (3.15) define conformal block as a power series in 𝑧. The first
nontrivial term can be easily computed

ℱ (⃗ℎ, ℎ, 𝑐|𝑧) = 𝑧ℎ−ℎ1−ℎ2

(︁
1 +

(ℎ− ℎ1 + ℎ2)(ℎ− ℎ4 + ℎ3)

2ℎ
𝑧 + . . .

)︁
,

the further computations although straightforward, they quickly become extremely com-
plex.

3.4 Degenerate field Φ1,1

Quite often the space of fields consist is not a sum of Verma modules but rather the sum
of irreducible ones. The physical reason is an exclusion of the states with zero norm.
Then the Proposition 3.2 is no longer applicable, and one gets auxiliary constraints.
Recall that Verma modules become reducible for special highest weights, given in the

Theorem 2.2. Consider first the case where one fields has highest weight ℎ1,1 = 0. In
the irreducible module the singular vector 𝐿−1𝑣ℎ1,1,𝑐 is excluded.
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Consider three point function ⟨Φℎ1,1Φℎ1Φℎ2⟩. In the operator formalism we have three
options where to put degenerate representation.
For example one can put Φℎ1,1 to the zero and hence ask for the existence of the

vertex operator Φℎ1(𝑧) : Lℎ1,1,𝑐 → Vℎ2,𝑐. Since we know the existence and uniqueness of
the vertex operator Φℎ1(𝑧) : Vℎ1,1 → Vℎ2 we need to show that

(𝐿−𝜇𝑣ℎ2,𝑐,Φℎ1 [𝑁 ]𝐿−𝜆𝐿−1𝑣ℎ1,1,𝑐) = 0, for any partitions 𝜆, 𝜇 and 𝑁 ∈ Z.

Since vectors 𝑣ℎ2,𝑐 and 𝐿−1𝑣ℎ1,1,𝑐 are vanish under the action of 𝐿𝑘, 𝑘 > 0 this reduces
to the condition (𝑣ℎ2,𝑐,Φℎ1 [𝑁 ]𝐿−1𝑣ℎ1,1,𝑐) = 0, or equivalently

0 = (𝑣ℎ2,𝑐,Φℎ1(𝑧)𝐿−1𝑣ℎ1,1,𝑐) = 𝜕𝑧(𝑣ℎ2,𝑐,Φℎ1(𝑧)𝑣ℎ1,1,𝑐) = (ℎ2 − ℎ1 − ℎ1,1)𝑧
ℎ2−ℎ1−ℎ1,1−1.

Since ℎ1,1 = 0 we get that ℎ1 = ℎ2. In other words the fusion with Φℎ1,1 does not change
primary field. The field Φℎ1,1 can be viewed as an identity operator. Symbolically this
can be written as

[Φ1,1][Φℎ] = [Φℎ].

It is instructive to obtain the same result in another manner. Namely put Φℎ1,1

to the infinity and hence ask for the existence of the vertex operator Φℎ1(𝑧) : Vℎ2,𝑐 →
Lℎ1,1,𝑐. Similarly to the proof of Proposition 3.2 it is necessary and sufficient to construct
Whittaker vector 𝑊 (𝑧) ∈ Lℎ1,1,𝑐. Arguing as in the proof of Proposition 3.2 this boils
down to the relation that 𝑊 (𝑧) is orthogonal to the kernel of the Shapovalov form,
i.e. we need (𝐿−𝜇𝐿−1𝑣ℎ1,1,𝑐,Φℎ1 [𝑁 ]𝑣ℎ1,1,𝑐). Since Φℎ is adjoint to Φℎ we get the same
condition as before: ℎ1 = ℎ2.
There is a third option to get the same result. Namely one can put Φℎ1,1 to the point

𝑧 an two other fields at zero and infinity. As was shown in Sec. 1.4 the field corresponding
to 𝐿−1Φℎ1,1(𝑧) is 𝜕𝑧Φℎ1,1(𝑧). Therefore we get a condition (𝐿−𝜇𝑣ℎ2,𝑐, 𝜕𝑧Φℎ1,1 [𝑁 ]𝐿−𝜆𝑣ℎ1,𝑐) =
0. This boils down to

0 = (𝑣ℎ2,𝑐𝜕𝑧Φ1,1(𝑧)𝑣ℎ1,𝑐) = 𝜕𝑧(𝑧
ℎ2−ℎ1−ℎ1,1).

Hence we get the same condition as before: ℎ1 = ℎ2.

3.5 Fusion with Φ𝑚,𝑛

From now on we simplify notations, instead of Φℎ𝑚,𝑛 we will write Φ𝑚,𝑛, instead of
𝑣ℎ𝑚,𝑛,𝑐 we will write 𝑣𝑚,𝑛.
Consider the second nontrivial example (𝑚,𝑛) = (1, 2). The corresponding singular

vector equals to (𝐿2
−1 + 𝑏2𝐿−2)𝑣1,2. One can study this case similar to previous one (see

problems) but we prefer to show another way of reasoning [ZZ90].
Consider (chiral) four point function ⟨((𝑏−2𝐿2

−1+𝐿−2)Φ1,2)(𝑧)Φℎ1(𝑧1)Φℎ2(𝑧2)Φℎ3(𝑧3)⟩.
The action of 𝐿−1 on Φ1,2 is a derivation and the action of 𝐿−2 is given by

∮︀
𝐶𝑧
𝑇 (𝑤)Φ(𝑧)(𝑧−

𝑤)−1𝑑𝑤. One can deform this contour to the neighborhood of points 𝑧1, 𝑧2, 𝑧3 and using
OPE (3.8) get partial differential equation(︃

𝑏−2 𝜕
2

𝜕𝑧2
+

3∑︁
𝑖=1

(
ℎ𝑖

(𝑧 − 𝑧𝑖)2
+

1

𝑧 − 𝑧𝑖

𝜕

𝜕𝑧𝑖
)

)︃
⟨Φ1,2(𝑧)Φℎ1(𝑧1)Φℎ2(𝑧2)Φℎ3(𝑧3)⟩ = 0. (3.16)
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If the fields Φ1,2 and Φ1 are fused to some Φℎ, then due to (3.12) the equation (3.16)
has solution with asymptotic behavior (𝑧− 𝑧1)

𝑋 , where 𝑋 = ℎ−ℎ1−ℎ1,2. Substituting
this into equation (3.16) we get

𝑏−2𝑋(𝑋 − 1) + ℎ1 −𝑋 = 0. (3.17)

Solving this equation we get

ℎ = ℎ(𝑃, 𝑏), 𝑃 = 𝑃1 ±
1

2
𝑏, where ℎ1 = ℎ(𝑃1, 𝑏).

Symbolically this can be written as fusion rule

Φ1,2Φℎ(𝑃,𝑏) = [Φℎ(𝑃−𝑏/2,𝑏)] + [Φℎ(𝑃+𝑏/2,𝑏)]. (3.18)

Problem 3.3. a) Impose vanishing of the matrix element (𝑣ℎ2 ,Φℎ1(𝑧)(𝐿
2
−1+𝑏

2𝐿−2)𝑣1,2)
and get the same result for fusion.
b) Define the vertex operator corresponding to the field 𝐿−2𝑣ℎ,𝑐. Impose vanishing of

the vertex operator corresponding to (𝐿2
−1+𝑏

2𝐿−2)𝑣1,2 and get the same result for fusion.

In particular taking the product of two degenerate fields has the form

Φ1,2Φ1,𝑛 = [Φ1,𝑛+1] + [Φ1,𝑛−1].

This should resemble tensor product of sl2 representation, product of 2-dimensional and
𝑛-dimensional is a sum of 𝑛+ 1-dimensional and 𝑛− 1-dimensional.

In order to find fusion rules with Φ1,3 we use associativity, first fuse with Φ1,2 and
then again with Φ1,2. We get

Φ1,3Φℎ(𝑃,𝑏) = [Φℎ(𝑃−𝑏,𝑏)] + [Φℎ(𝑃,𝑏)] + [Φℎ(𝑃+𝑏,𝑏)].

Again this should resemble formula for tensor product of 3-dimensional and 𝑛-dimensional
representations of sl2. Arguing in this way we get generic formula for fusion with Φ1,𝑛

Φ1,𝑛Φℎ(𝑃,𝑏) =
∑︁

1−𝑛≤𝑠≤𝑛−1, 2|(𝑛−1−𝑠)

[Φℎ(𝑃+𝑠𝑏/2,𝑏)]. (3.19)

The fusion rules for Φ2,1 are the same as for Φ1,2 but with substitution 𝑏 ↦→ 𝑏−1

Φ2,1Φℎ(𝑃,𝑏) = [Φℎ(𝑃−𝑏−1/2,𝑏)] + [Φℎ(𝑃+𝑏−1/2,𝑏)].

This lead to general formula for fusion rule with degenerate field

Φ𝑚,𝑛Φℎ(𝑃,𝑏) =
∑︁

1−𝑚≤𝑟≤𝑚−1, 2|(𝑚−1−𝑟)
1−𝑛≤𝑠≤𝑛−1, 2|(𝑛−1−𝑠)

[Φℎ(𝑃+𝑟𝑏−1/2+𝑠𝑏/2,𝑏)], (3.20)

One can think that here we have to sl2, one related to 𝑏 and another one related to 𝑏−1.
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3.6 Zamolodchikov’s recursion relation

Although it’s possible in principle, it is difficult to compute conformal block using just
the definition (3.14) or (3.15). There is another way to study this function based on the
analytic properties of these functions with respect to ℎ and 𝑐, see [Zam84], [Zam87].

In the expansion (3.14) each term is rational function in parameters ℎ1, ℎ2.ℎ3.ℎ4, ℎ, 𝑐.
The poles of this function can come only from 𝐺𝜆,𝜇 and therefore are related to zeroes
of the determinant of the Shapovalov form. Therefore the only possible poles in ℎ are
ℎ = ℎ𝑚,𝑛, 𝑚,𝑛 ∈ Z>0.
Let ℱ̃ = ℱ𝑧ℎ1+ℎ2−ℎ = 1 + 𝑜(𝑧) denotes renormalized conformal block, it will be

convenient to write some formulas in for ℱ̃ instead of ℱ . The pole ℎ = ℎ𝑚,𝑛 appears
first in ℱ̃ at the coefficient at 𝑧𝑚𝑛 and corresponds to singular vector 𝐷𝑚,𝑛𝑣ℎ,𝑐.
Indeed, one can change the basis on the level 𝑚𝑛 such that 𝐷𝑚,𝑛𝑣ℎ,𝑐 will be one of the

vectors of the basis. Then the inverse of the Shapovalov form 𝐺𝜆,𝜇 has a pole only for
the diagonal element corresponding to 𝐷𝑚,𝑛𝑣ℎ,𝑐, and this pole is simple (here we used
that 𝐺𝜆,𝜇 has only simple zero at ℎ = ℎ𝑚,𝑛 on the level 𝑚𝑛 by theorem 2.4).

Hence the residue of the 𝑧𝑚𝑛 term at ℎ = ℎ𝑚,𝑛 equals to

𝑅𝑚,𝑛 = (𝑣ℎ4 ,Φℎ3(1)𝐷𝑚,𝑛𝑣ℎ,𝑐)(𝐷𝑚,𝑛𝑣ℎ,𝑐,Φℎ2(1)𝑣ℎ1,𝑐)Resℎ=ℎ𝑚,𝑛

1

(𝐷𝑚,𝑛𝑣ℎ,𝑐, 𝐷𝑚,𝑛𝑣ℎ,𝑐)
.

Theorem 3.3. The residue of conformal block at ℎ = ℎ𝑚,𝑛 has the form

Resℎ=ℎ𝑚,𝑛 ℱ̃ (⃗ℎ, ℎ, 𝑐; 𝑧) = 𝑧𝑚𝑛𝑅𝑚,𝑛ℱ̃ (⃗ℎ, ℎ𝑚,𝑛 +𝑚𝑛, 𝑐; 𝑧) (3.21)

Moreover, the function ℱ̃ has only simple pole at ℎ = ℎ𝑚,𝑛, (for generic 𝑏).

Note that ℎ𝑚,𝑛 +𝑚𝑛 can be simply written as ℎ𝑚,−𝑛. Note also that in the original
normalization 𝐹 the factor 𝑧𝑚𝑛 in (3.21) disappears.

Proof. Similarly to to the arguments above one can see that singular behavior of 𝐺𝜆,𝜇

comes only from the vectors of the form 𝐿−𝜆𝐷𝑚,𝑛𝑣ℎ,𝑐.

Lemma 3.4. Let 𝐺
(𝑚,𝑛)
𝜆,𝜇 = (𝐿−𝜆𝐷𝑚,𝑛𝑣ℎ,𝑐, 𝐿−𝜇𝐷𝑚,𝑛𝑣ℎ,𝑐). Then we have

𝐺
(𝑚,𝑛)
𝜆,𝜇 = (𝐿−𝜆𝑣ℎ𝑚,−𝑛,𝑐, 𝐿−𝜇𝑣ℎ𝑚,−𝑛,𝑐)(𝐷𝑚,𝑛𝑣ℎ,𝑐, 𝐷𝑚,𝑛𝑣ℎ,𝑐) +𝑂((ℎ− ℎ𝑚,𝑛)

2). (3.22)

In particular, it follows from this lemma and non degeneracy of (𝐿−𝜆𝑣ℎ𝑚,−𝑛,𝑐, 𝐿−𝜇𝑣ℎ𝑚,−𝑛,𝑐)

that 𝐺
(𝑚,𝑛)
𝜆,𝜇 has only simple poles for ℎ = ℎ𝑚,𝑛

For the matrix elements one can easily see that

(𝑣ℎ4,𝑐,Φℎ3(1)𝐿−𝜆𝐷𝑚,𝑛𝑣ℎ,𝑐)

(𝑣ℎ4,𝑐,Φℎ3(1)𝐷𝑚,𝑛𝑣ℎ,𝑐)
=

(𝑣ℎ4,𝑐,Φℎ3(1)𝐿−𝜆𝑣ℎ+𝑚𝑛,𝑐)

(𝑣ℎ4,𝑐Φℎ3(1)𝑣ℎ+𝑚𝑛,𝑐)
, (3.23)

Therefore we have

𝑅𝑒𝑠ℎ=ℎ𝑚,𝑛ℱ (⃗ℎ, ℎ, 𝑐; 𝑧)
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= 𝑅𝑒𝑠ℎ=ℎ𝑚,𝑛

∑︁
𝜆,𝜇,|𝜆=|𝜇||

𝑧|𝜆|+𝑚𝑛(𝑣ℎ4 ,Φℎ3(1)𝐿−𝜆𝐷𝑚,𝑛𝑣ℎ,𝑐)(𝐿−𝜇𝐷𝑚,𝑛𝑣ℎ,𝑐,Φℎ2(1)𝑣ℎ1,𝑐)𝐺
𝜆,𝜇
(𝑚,𝑛)

= 𝑧𝑚𝑛𝑅𝑚,𝑛ℱ (⃗ℎ, ℎ𝑚,𝑛 +𝑚𝑛, 𝑐; 𝑧)

It remains to find the factors 𝑅𝑚,𝑛. They depend on ℎ1, ℎ2, ℎ3, ℎ4, 𝑐. The residue 𝑅𝑚,𝑛

vanishes if the fusion condition holds for ℎ1, ℎ2, ℎ or for ℎ3, ℎ4, ℎ. Therefore the 𝑅𝑚,𝑛

should be divisible by a factor

𝑅𝑁
𝑚,𝑛 =

∏︁
𝑟,𝑠

(𝑃1+𝑃2+𝑟
𝑏−1

2
+𝑠

𝑏

2
)(𝑃1−𝑃2+𝑟

𝑏−1

2
+𝑠

𝑏

2
)(𝑃3+𝑃4+𝑟

𝑏−1

2
+𝑠

𝑏

2
)(𝑃3−𝑃4+𝑟

𝑏−1

2
+𝑠

𝑏

2
),

(3.24)

Here the product goes over the same region as in fusion rules (3.20).
The ratio 𝑅𝑚,𝑛/𝑅

𝑁
𝑚,𝑛 has no more zeroes. It can have some poles but poles could

depend only on 𝑐. Therefore this ration depends only on 𝑐. The meaning of auxiliary is
coincidence of ℎ𝑚,𝑛 with some other ℎ𝑚′,𝑛′ , for 𝑚′𝑛′ < 𝑚𝑛, in this case the determinant
of the Shapovalov form on the level 𝑚𝑛 have higher order of vanishing and therefore
conformal block can have higher order poles.
The final answer is 𝑅𝑚,𝑛 = 𝑅𝑁

𝑚,𝑛/𝑅
𝐷
𝑚,𝑛, where

𝑅𝐷
𝑚𝑛 = 2

′∏︁
1−𝑚≤𝑖≤𝑚,1−𝑛≤𝑗≤𝑛

(𝑖𝑏−1 + 𝑗𝑏), (3.25)

here ′ means that the factors corresponding to (𝑖, 𝑗) = (0, 0) and (𝑖, 𝑗) = (𝑚,𝑛) are
excluded.

Problem 3.4. On which power (ℎ − ℎ1,2) appears in the norm of (𝐿2
−1 + 𝑏2𝐿−2)𝑣ℎ,𝑐.

The answer could depend on the value of central charge.

Problem 3.5. Find residue of conformal block for ℎ = ℎ1,2 by direct computation using
Theorem 3.3. Compare the result with the formulas for 𝑅𝑁

𝑚𝑛 and 𝑅𝐷
𝑚𝑛 above.

Therefore one can write

ℱ̃ (⃗ℎ, ℎ, 𝑐; 𝑧) =
∑︁

𝑚,𝑛∈Z>0

𝑧𝑚𝑛𝑅𝑚,𝑛

ℎ− ℎ𝑚,𝑛
ℱ̃ (⃗ℎ, ℎ𝑚,𝑛 +𝑚𝑛, 𝑐; 𝑧) + lim

ℎ→∞
ℱ̃ (⃗ℎ, ℎ, 𝑐; 𝑧). (3.26)

It remains to find the limit limℎ→∞ ℱ̃ . This can be done, but we prefer to change
point of view and consider the previously found poles and residues as a poles in 𝑐. Indeed
if 𝑚𝑛 > 1 one can solve equation ℎ = ℎ𝑚,𝑛(𝑐) as 𝑐 = 𝑐𝑚,𝑛(ℎ). The residues will change
by the formula

𝑅𝑚,𝑛(⃗ℎ, ℎ) = 𝑅′
𝑚,𝑛(⃗ℎ, 𝑐)

𝜕ℎ𝑚,𝑛(𝑐)

𝜕𝑐
.
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Therefore we get

ℱ̃ (⃗ℎ, ℎ, 𝑐; 𝑧) =
∑︁

𝑚,𝑛∈Z>0,𝑚𝑛>1

𝑧𝑚𝑛𝑅′
𝑚,𝑛

𝑐− 𝑐𝑚,𝑛
ℱ̃ (⃗ℎ, ℎ+𝑚𝑛, 𝑐𝑚,𝑛; 𝑧) + lim

𝑐→∞
ℱ̃ (⃗ℎ, ℎ, 𝑐; 𝑧). (3.27)

In the limit 𝑐 → ∞ we have 𝐺𝜆,𝜇 → 0 unless 𝜆 = 𝜇 = (1)𝑁 . Therefore the only
contribution of the vectors 𝐿𝑁

−1𝑣ℎ,𝑐 in (3.14) is significant in the limit 𝑐→ ∞.

Problem 3.6. Prove that in the limit 𝑐→ ∞ classical conformal block goes to hyperge-
ometric function 2𝐹1(ℎ− ℎ1 + ℎ2, ℎ− ℎ4 + ℎ3, 2ℎ; 𝑧).

The recurrence relation (3.27) can be solved in some sense explicitly, see [Per15, eq.
(2.28), (2.32)].

Problem 3.7 (*). One point conformal block ℱ(ℎ, ℎ1, 𝑐; 𝑧) is a trace of the operator
𝑧𝐿0Φℎ1(𝑧) acting on Vℎ,𝑐. Find the formula for 𝑐→ ∞ limit of ℱ(ℎ, ℎ1, 𝑐; 𝑧).

3.7 Singular vector 𝐷1,𝑛

In the proof of the fusion rules (3.19), (3.20) we used associativity. One can ask for more
direct proof. In order to perform it we need to find explicit formulas for singular vectors
𝐷𝑚,𝑏𝑣ℎ𝑚,𝑛,𝑐. This is also important for the proof of the Kac-Feigin-Fuchs theorem.
In the case (𝑚,𝑛) = (1, 𝑛) there exists a remarkable formula.

Proposition 3.5 ([BSA88]). Singular vector in Vℎ1,𝑛,𝑐 has the form 𝐷1,𝑛𝑣ℎ1,𝑛,𝑣, where

𝐷1,𝑛 =
∑︁

𝑘1+...+𝑘𝑙=𝑛

𝑏2(𝑛−𝑙)∏︀𝑙−1
𝑖=1(𝑘1 + . . .+ 𝑘𝑖)(𝑘𝑖+1 + . . .+ 𝑘𝑙)

𝐿−𝑘1𝐿−𝑘2 . . . 𝐿−𝑘𝑙 . (3.28)

Two remarks are in order. First, one can write similar formula for 𝐷𝑛,1 replacing
𝑏→ 𝑏−1. Second, note that in the right side of (3.28) indices 𝑘1, . . . , 𝑘𝑙 are not ordered,
so the summands in the right side are linearly dependent.

Example 3.3. The first nontrivial examples of this formula has the form

𝐷1,1 = 𝐿−1,

𝐷1,2 = 𝐿2
−1 + 𝑏2𝐿−2

𝐷1,3 =
1

4
𝐿3
−1 +

1

2
𝑏2𝐿−1𝐿−2 +

1

2
𝑏2𝐿−2𝐿−1 + 𝑏4𝐿−3

There is another way to write these formulas (see [BDFIZ91], [DFMS97, Sec. 8.2,
8.4]). Introduce three 𝑛× 𝑛 matrices 𝐽0, 𝐽+, 𝐽−

(𝐽0)𝑖,𝑗 =
𝑛− 2𝑖+ 1

2
𝛿𝑖,𝑗 , (𝐽−)𝑖,𝑗 = 𝛿𝑖−1,𝑗 , (𝐽+)𝑖,𝑗 = 𝑖(𝑛− 𝑖)𝛿𝑖+1,𝑗 .

These matrices satisfy commutation relations of the Lie algebra sl2

[𝐽0, 𝐽+] = 𝐽+, [𝐽0, 𝐽−] = −𝐽−, [𝐽+, 𝐽−] = 2𝐽0.
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Construct an 𝑛× 𝑛 matrix with values in the Lie algebra Vir:

D1,𝑛 = −𝐽− +
∞∑︁
𝑘=0

(𝑏2𝐽+)
𝑘𝐿−𝑘−1 (3.29)

By rdet of the matrix 𝐴 with non commutative variables we denote its row determinant

rdet𝐴 =
∑︁
𝜎∈𝑆𝑛

(−1)𝑙(𝜎)𝐴1𝜎(1) · . . . ·𝐴𝑛𝜎(𝑛).

Problem 3.8 (*). Prove that rdetD1,𝑛 is proportional 𝐷1,𝑛, where D1,𝑛, 𝐷1,𝑛 are given
by (3.29) and (3.28) correspondingly.

The condition the 𝐷1,𝑛𝑣ℎ1,𝑛,𝑐 is a singular vector can be rewritten in the following
way. Introduce the chain of vectors 𝑣0, 𝑣1, . . . 𝑣𝑛 such that

D1,𝑛

⎛⎜⎜⎜⎝
𝑣𝑛−1

𝑣𝑛−2
...
𝑣0

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
𝑣𝑛
0
...
0

⎞⎟⎟⎟⎠ , 𝑣0 = 𝑣ℎ𝑛,𝑚,𝑐. (3.30)

These relations can be viewed as a system of recursion relations on 𝑣𝑙, the first two of
them are 𝑣1 = 𝐿−1𝑣0, 𝑣2 = 𝐿−1𝑣1 + (𝑛− 1)𝐿−2𝑣0.

Problem 3.9. a) Prove that

𝐿0𝑣𝑙 = (ℎ1,𝑛 + 𝑙)𝑣𝑙, 𝐿1𝑣𝑙 = −𝑙(𝑛− 𝑙)

(︂
1 + 𝑏2

𝑛− 2𝑙 + 3

2

)︂
𝑣𝑙−1.

b)* Prove that

𝐿2𝑣𝑙 = −𝑙(𝑙 − 1)(𝑛− 𝑙)(𝑛− 𝑙 + 1)

(︂
𝑏2
7

4
+ 𝑏4

𝑛− 2𝑙 + 6

2

)︂
𝑣𝑙−2.

c)* Define vectors 𝑤𝑙 by the formula 𝑣𝑙 = 𝑏2𝑙
∏︀𝑙

𝑖=1 𝑖(𝑛 − 𝑖)𝑤𝑙. Prove that these vectors
satisfy chain relations (3.11), find corresponding ℎ, is it generic?

It follows from this problem that 𝑣𝑛 = 𝐷1,𝑛𝑣ℎ1,𝑛,𝑐 is a singular vector. So we proved
the formula (3.28).

Using this formula one can write differential equations which follows from existence
of the singular vector. For each 𝐿−𝑘 applied to the primary field Φ(𝑧) in the correlation
function ⟨Φ(𝑧)Φℎ1(𝑧1) . . .Φℎ𝑁

(𝑧𝑁 )⟩ we can write a contour integral and then deform the
contour

𝐿−𝑘Φ(𝑧) =

∮︁
𝐶𝑧

𝑇 (𝑤)(𝑤 − 𝑧)−𝑘+1Φ(𝑧)𝑑𝑤 →
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−
𝑁∑︁
𝑖=1

∮︁
𝐶𝑧𝑖

𝑇 (𝑤)(𝑤 − 𝑧)−𝑘+1Φℎ𝑖
(𝑧𝑖)𝑑𝑤

= −
𝑁∑︁
𝑖=1

∮︁
𝐶𝑧𝑖

(𝑤 − 𝑧)𝑘+1

(︂
ℎ𝑖Φℎ𝑖

(𝑧𝑖)

(𝑤 − 𝑧𝑖)2
+

Φ′
ℎ𝑖
(𝑧𝑖)

(𝑤 − 𝑧𝑖)

)︂
𝑑𝑤

=
∑︁
𝑖

(𝑘 − 1)ℎ𝑖
(𝑧𝑖 − 𝑧)𝑘

− 𝜕𝑧𝑖
(𝑧𝑖 − 𝑧)𝑘−1

.

Problem 3.10. a)Deduce the fusion rules for Φ1,3 from the explicit formula for 𝐷1,3.
b) Do the same for Φ1,4.
(Calculations performed in computer algebra systems are welcome)
c)* Do the same for any Φ1,𝑛.

4 Three point function

4.1 Hypergeometric equation

We will need some standard properties of hypergeometric functions and hypergeometric
equation. For the reference see [WW96, Ch. 14].
The hypergeometric equation has the form

𝑧(1− 𝑧)
𝑑2

𝑑𝑧2
𝐹 + (𝐶 − (𝐴+𝐵 + 1)𝑧)

𝑑

𝑑𝑧
𝐹 −𝐴𝐵𝐹 = 0. (4.1)

This is the linear second order linear differential equation with three regular singularities
at 0, 1,∞. The asymptotic behavior of solutions near these points has the form

0 1 ∞
𝑧0, 𝑧1−𝐶 (𝑧 − 1)0, (𝑧 − 1)𝐶−𝐴−𝐵 (1/𝑧)𝐴, (1/𝑧)𝐵.

Any second order linear differential equation with three regular singularities at 0, 1,∞
can be transformed to (4.1) by 𝐹 ↦→ (1−𝑧)𝛼𝑧𝛽𝐹 . The particular form (4.1) is convenient
since here we have solutions with constant leading term 𝑧0 at 0 and solution with constant
leading term (𝑧 − 1)0 at 1.

The expansions of solutions of (4.1) near singularities can be found term by term.
The answer for the solution with constant leading term is the hypergeometric function

2𝐹1(𝐴,𝐵;𝐶; 𝑧) =

∞∑︁
𝑛=0

𝐴↑𝑛𝐵↑𝑛

𝐶↑𝑛𝑛!
𝑧𝑛, (4.2)

where 𝑋↑𝑛 = 𝑋(𝑋 + 1) · · · (𝑋 + 𝑛− 1). Another solution near zero is

𝑧1−𝐶
2𝐹1(𝐴− 𝐶 + 1, 𝐵 − 𝐶 + 1; 2− 𝐶; 𝑧).

These two solutions have simple monodromy for the path encircling 0. One can similarly
write solutions expanded at (𝑧− 1) and 1/𝑧 which have simple monodromy for the path
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encircling corresponding singularities. There are formulas which connects these different
bases in the spaces of solutions, we will need the following one

𝐹 (𝐴,𝐵;𝐶; 𝑧) =
Γ(𝐶)Γ(𝐵 −𝐴)

Γ(𝐵)Γ(𝐶 −𝐴)
(−𝑧)−𝐴𝐹 (𝐴, 1− 𝐶 +𝐴; 1−𝐵 +𝐴; 1/𝑧)

Γ(𝐶)Γ(𝐴−𝐵)

Γ(𝐴)Γ(𝐶 −𝐵)
(−𝑧)−𝐵𝐹 (𝐵, 1− 𝐶 +𝐵; 1−𝐴+𝐵; 1/𝑧). (4.3)

It is usually proven using integral presentation for 2𝐹1.
Now let us return to conformal field theory. If we consider four point conformal block

⟨Φ1,2(𝑧)Φℎ1(𝑧1)Φℎ2(𝑧2)Φℎ3(𝑧3)⟩ with degenerate field Φ1,2. It satisfies differential equa-
tion (3.16). If we put other three fields to 0, 1,∞ as in (3.3) then, the resulting equation
will be just second order differential equation in 𝑧. One can write this equation using
conformal invariance (3.5)-(3.7). Another way is to study asymptotic of the solutions.
Namely we shown in Sec. 3.5 that this conformal block can have asymptotic behavior
at 𝑧 → 𝑧𝑖 as (𝑧 − 𝑧𝑖)

ℎ(𝑃1+𝑠𝑏/2,𝑏)−ℎ(𝑃1,𝑏)−ℎ1,2 , for 𝑠 = ±1.

Problem 4.1. Let ℱ𝑠, 𝑠± 1 denotes the conformal block

ℱ𝑠(𝑃1, 𝑃3, 𝑃4, 𝑏; 𝑧) =
(︁
𝑣ℎ4,𝑐,Φℎ3(1)

ℎ(𝑃1+𝑠𝑏/2,𝑏)
Φ1,2(𝑧)𝑣ℎ1,𝑐

)︁
(4.4)

where 𝑠 = ±1. Then we have

ℱ𝑠(𝑧) = 𝑧𝐷𝑠(1− 𝑧)𝐸𝑠𝐹 (𝐴𝑠, 𝐵𝑠;𝐶𝑠; 𝑧) (4.5)

where

𝐴𝑠 = −𝑠𝑏𝑃1 − 𝑏𝑃4 − 𝑏𝑃3 + 1/2 (4.6)

𝐵𝑠 = −𝑠𝑏𝑃1 + 𝑏𝑃4 − 𝑏𝑃3 + 1/2 (4.7)

𝐶𝑠 = 1− 2𝑠𝑏𝑃1, (4.8)

𝐷𝑠 = ℎ(𝑃1 + 𝑠𝑏/2, 𝑏)− ℎ1 − ℎ1,2 (4.9)

𝐸𝑠 = ℎ(𝑃3 + 𝑏/2, 𝑏)− ℎ3 − ℎ1,2. (4.10)

As the consequence of this Problem and formula (4.3) we get a connection formula for
the degenerate conformal blocks

ℱ𝑠(𝑃1, 𝑃3, 𝑃4)(𝑧) = 𝑧−2ℎ2
∑︁
𝑡=±1

𝐵𝑠𝑡 ℱ𝑡(𝑃4, 𝑃3, 𝑃1)(1/𝑧). (4.11)

4.2 DOZZ formula

Dorn, Otto and Zamolodchikov, Zamolodchikov found a formula for the three point
function in the Liouville theory [DO94], [ZZ96]. Recall that dependence on the position
of the fields is fixed by the conformal invariance see the formula (3.2). So the only
function to determine is the dependence on the conformal dimensions. Note also that this
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functions serve as normalization of vertex operators which are not fixed by commutation
relations (3.9). In this section we mainly follow [Tes95].
The Liouville theory is defined by the local density of the Lagrangian ℒ = 1

2𝜋 (𝜕𝑎𝜙)
2+

𝜇𝑒2𝑏𝜙. Here 𝑏 parametrizes the central charge of the theory via (2.4), and parameter 𝜇
is usually called the cosmological constant. The field 𝜙(𝑧𝑧) has both holomorphic and
and anti-holomorphic parts.
The primary fields in the theory has the from 𝑉𝛼 = exp(𝛼𝜙). Them has conformal

dimensions ℎ = ℎ̄ = 𝛼(𝑏−1 + 𝑏− 𝛼). The coincidence of chiral and antichiral conformal
dimensions lead to absence of the monodromy in the correlation functions, which we will
use below. By 𝐶(𝛼1, 𝛼2, 𝛼3) we denote the three point function of fields 𝑉𝛼1 , 𝑉𝛼2 , 𝑉𝛼3 .
The parametrizations by 𝛼 and 𝑃 are related by 𝛼 = 1

2(𝑏
−1 + 𝑏)−𝑃 . For example for

the degenerate field Φ1,2 we have 𝑃 = (𝑏−1 + 2𝑏)/2 and 𝛼 = −𝑏/2.
Consider four point function with one degenerate field. We have

⟨𝑉𝛼1(0)𝑉−𝑏/2(𝑧, 𝑧)𝑉𝛼3(1)𝑉𝛼4(∞)⟩ =
∑︁
𝑠=±1

𝐶(𝛼1,−𝑏/2, 𝛼1 + 𝑠𝑏/2)𝐶(𝛼1 + 𝑠𝑏/2, 𝛼3, 𝛼4)

ℱ𝑠(𝑃1, 𝑃3, 𝑃4)(𝑧)ℱ𝑠(𝑃1, 𝑃3, 𝑃4)(𝑧) (4.12)

Now we tend 𝑧 to ∞ and use transformation formula (4.11). The result should be
a linear combination of terms ℱ𝑡(𝑃4, 𝑃3, 𝑃1)(𝑧

−1)ℱ𝑡(𝑃1, 𝑃3, 𝑃4)(𝑧
−1), the crossed terms

ℱ𝑡(𝑃4, 𝑃3, 𝑃1)(𝑧
−1)ℱ−𝑡(𝑃1, 𝑃3, 𝑃4)(𝑧

−1) should cancel. This cancellation follows from
the fact fusion of the fields 𝑉𝛼4 and 𝑉−𝑏/2 consist of two fields 𝑉𝛼4+𝑡𝑏/2, 𝑡 = ±1. In other
terms on this cancellation follows from the absence of the monodromy in the correlation
function ⟨𝑉𝛼1(0)Φ−𝑏/2(𝑧, 𝑧)𝑉𝛼3(1)𝑉𝛼4(∞)⟩.
Therefore we get a difference relation

𝐶(𝛼4, 𝛼3, 𝛼1 + 𝑏/2)

𝐶(𝛼4, 𝛼3, 𝛼1 − 𝑏/2)
= −𝐵−1,+1�̄�−1,−1

𝐵+1,+1�̄�+1,−1

𝐶(𝛼1,−𝑏/2, 𝛼1 − 𝑏/2)

𝐶(𝛼1,−𝑏/2, 𝛼1 + 𝑏/2)
.

The last fact depends only on 𝛼1 and is related to normalization of the field 𝑉𝛼. So up
to this factor we get a shift relation

𝐶(𝛼1 + 𝑏, 𝛼2, 𝛼3)

𝐶(𝛼1, 𝛼2, 𝛼3)
∼ 𝛾(𝑏(𝛼2 + 𝛼3 − 𝛼1 − 𝑏))

𝛾(𝑏(𝛼1 + 𝛼2 + 𝛼3 −𝑄))𝛾(𝑏(𝛼1 + 𝛼2 − 𝛼3))𝛾(𝑏(𝛼1 + 𝛼3 − 𝛼2))
,

(4.13)
where 𝛾(𝑥) = Γ(𝑥)/Γ(1− 𝑥).
Inserting another degenerate field 𝑉−𝑏−1/2 one can get similar shift relation for the

shift by 𝑏−1. These system of shift relations can be solved using certain analog of a
multiple gamma function.

Quite often the answer is written in terms of the function Υ(𝑥) which is defined by
the integral presentation (for Re 𝑏 > 0, Re(𝑏+ 𝑏−1) > Re𝑥 > 0, )

logΥ𝑏(𝑥) =

∫︁ ∞

0

𝑑𝑡

𝑡

⎛⎝(︂𝑏−1 + 𝑏

2
− 𝑥

)︂2

𝑒−𝑡 +
𝑒−

𝑏−1+𝑏
2

𝑡(1− 𝑒(−𝑥+ 𝑏−1+𝑏
2

)𝑡)(1− 𝑒(𝑥−
𝑏−1+𝑏

2
)𝑡)

(1− 𝑒−𝑏−1𝑡)(1− 𝑒−𝑏𝑡)

⎞⎠ ,
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an by analytic continuation to the other regions. This function satisfies difference iden-
tities

Υ(𝑥+ 𝑏) = 𝛾(𝑏𝑥)𝑏1−2𝑏𝑥Υ(𝑥)

Υ(𝑥+ 𝑏−1) = 𝛾(𝑏−1𝑥)𝑏2𝑥/𝑏−1Υ(𝑥)

Problem 4.2. The double gamma function is defined by the formula

log Γ𝜖1,𝜖2(𝑥) =
𝑑

𝑑𝑠
|𝑠=0

+∞∑︁
𝑚,𝑛=0

(𝑥+ 𝜖1𝑚+ 𝜖2𝑛)
−𝑠 =

𝑑

𝑑𝑠
|𝑠=0

1

Γ(𝑠)

∫︁ ∞

0

𝑑𝑡

𝑡
𝑡𝑠

𝑒−𝑡𝑥

(1− 𝑒−𝜖1𝑡)(1− 𝑒−𝜖2𝑡)
. (4.14)

Find the ratio Γ𝜖1,𝜖2(𝑥+ 𝜖1)/Γ𝜖1,𝜖2(𝑥). Show that

Υ𝑏(𝑥) =
Γ𝑏,𝑏−1( 𝑏

−1+𝑏
2 )2

Γ𝑏,𝑏−1(𝑥)Γ𝑏,𝑏−1(𝑏−1 + 𝑏− 𝑥)
. (4.15)

Putting all things together one can show that

𝐶𝛼1,𝛼2,𝛼3 ∼ 1

Υ𝑏(𝛼1 + 𝛼2 + 𝛼3 −𝑄)Υ𝑏(𝛼1 + 𝛼2 − 𝛼3)Υ𝑏(𝛼2 + 𝛼3 − 𝛼1)Υ𝑏(𝛼3 + 𝛼1 − 𝛼2)
.

Using the normalization 𝑉𝛼 = 𝑒𝛼𝜙 one can find the full answer, see [ZZ96, eq. (3.14)]

Remark 4.1. In terms of the AGT relation the parameters 𝑏, 𝑏−1 which appears here
in shift relation correspond to Nekrasov parameters 𝜖1, 𝜖2 which are responsible for the
rotation of the lines in C2.

5 Minimal models

Before we had formulas for characters of Verma modules (2.2) and irreducible ones (2.5)

𝜒(Vℎ,𝑐) =
𝑞ℎ∏︀∞

𝑘=1(1− 𝑞𝑘)
, 𝜒(Lℎ𝑚,𝑛,𝑐) =

𝑞ℎ𝑚,𝑛(1− 𝑞𝑚𝑛)∏︀∞
𝑘=1(1− 𝑞𝑘)

.

But the second formula works only for generic central charges. In terms of Liouville
parametrization this means that 𝑏2 ̸∈ Q. In this section we consider the special cases,
with 𝑏2 ∈ Q.

5.1 Example 𝑐 = 0

Let us start from the simplest case of 𝑐 = 0. In this case we have trivial representation
C. Its character is just 1 but can be rewritten in the form similar to (2.5)

1 =
1− 𝑞 − 𝑞2 + 𝑞5 + 𝑞7 − 𝑞12 + . . .∏︀∞

𝑘=1(1− 𝑞𝑘)
=

∑︀
𝑛∈Z(−1)𝑛𝑞(3𝑛

2−𝑛)/2∏︀∞
𝑘=1(1− 𝑞𝑘)

(5.1)

The numbers (3𝑛2−𝑛)/2 are called pentagonal numbers and the identity which we used
is called Euler pentagonal theorem.
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ℎ = 0

ℎ = 1 ℎ = 2

ℎ = 5 ℎ = 7

ℎ = 12 ℎ = 15

. . . . . .

(1,2)(1,1)

(1,4)
(3,2)

(1,5)
(3,1)

(1,7)
(5,2)

(1,8)
(5,1)

In Liouville parametrization we have (𝑏−1+𝑏)2 = −3, one
can take as a solution 𝑏 =

√︀
−2/3. Under this choice we

have 2𝑏−1 + 3𝑏 = 0. This leads to additional symmetries of
the exceptional highest weights ℎ𝑚,𝑛 = ℎ𝑚+2,𝑛+3, besides
standard one ℎ𝑚,𝑛 = ℎ−𝑚,−𝑛.

The formula (5.1) gives the character for the module with
ℎ = 0. The right side (namely the numerator 1−𝑞−𝑞2) sug-
gests that corresponding Verma module has singular vectors
on the level 1 and 2. Indeed

ℎ = 0 = ℎ1,1, ℎ = 0 = ℎ−1,−1 = ℎ1,2.

The submodules generated by these two singular vectors
necessary intersect This is clear from the comparison of the
characters

1∏︀∞
𝑘=1(1− 𝑞𝑘)

− 𝑞∏︀∞
𝑘=1(1− 𝑞𝑘)

− 𝑞2∏︀∞
𝑘=1(1− 𝑞𝑘)

= 1− 𝑞5 − 𝑞6 − 3𝑞7 − . . .

Therefore these submodiles intersect, at least at the level 5.
Indeed, one can show the existence of such singular vectors. We will often use a

formula ℎ𝑚,𝑛 +𝑚𝑛 = ℎ𝑚,−𝑛 = ℎ−𝑚,𝑛. Therefore we get

ℎ = 1 = ℎ1,1 + 1 = ℎ−1,1 = ℎ1,3, and, ℎ = 2 = ℎ1,2 + 2 = ℎ1,−2 = ℎ3,1.

So we showed the existence of the singular vector on the level 5. Similarly we get

ℎ = 1 = ℎ1,1 + 1 = ℎ1,−1 = ℎ3,2, and, ℎ = 2 = ℎ1,2 + 2 = ℎ−1,2 = ℎ1,5.

This corresponds to the singular vector on the level 7.
Arguing in similar manner one can get the whole diagram of embedding. This can be

summarized in the following theorem

Theorem 5.1. There is an exact sequence of the Vir modules

0 L0,0 V0,0 V1,0 ⊕V2,0 V5,0 ⊕V7,0 V12,0 ⊕V15,0 . . .

This theorem can be viewed as materialization of the character formula (5.1). Of
course we did not prove it, we just gave some arguments in support.

Remark 5.1. This exact sequence means in particular that Verma module V0,0 con-
tains singular vectors on the levels 1, 2, 5, 7, 12, 15, . . .. We noticed the first two above.
Similarly one can get

ℎ = 0 = ℎ1,1 = ℎ3,4, ℎ = 0 = ℎ−1,−1 = ℎ1,2 = ℎ3,5

so we get singular vectors on the level 12, 15 but missed levels 5, 7. The existence of
these vectors do not follow from the standard ℎ𝑚,𝑛 formula. 2

2Note that ℎ = 0 = ℎ1,1 = ℎ2,5/2, ℎ = 0 = ℎ−1,−1 = ℎ1,2 = ℎ2,7/2.
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Problem 5.1. a) Prove that any Verma module Vℎ𝑚,𝑛,0 is a submodule of one of the
following modules

Vℎ1,1,0,Vℎ1,3,0,Vℎ2,1,0,Vℎ2,2,0,Vℎ2,3,0,Vℎ2,6,0. (5.2)

b)* Find the character of the modules Lℎ𝑚,𝑛,0.
Hint: find first characters of the modules (5.2),

5.2 Minimal models

Definition 5.1. Chiral part of minimal model (𝑝, 𝑝′), where 𝑝′ > 𝑝 > 1 are coprime
integer numbers is a chiral conformal theory with central charge given by 𝑏 =

√︀
−𝑝/𝑝′

and fields Φ𝑚,𝑛, 1 ≤ 𝑚 ≤ 𝑝− 1, 1 ≤ 𝑛 ≤ 𝑝′ − 1 with identification Φ𝑚,𝑛 = Φ𝑝−𝑚,𝑝′−𝑛.

Here as usual the word chiral means that we consider only holomorphic Virasoro
algebra. The honest minimal models are products of chiral and anti chiral parts.
The parameter 𝑏 above satisfies relation 𝑝𝑏−1 + 𝑝′𝑏 = 0. Therefore we have

ℎ𝑚,𝑛 = ℎ−𝑚,−𝑛 = ℎ𝑝−𝑚,𝑝′−𝑛.

Hence fields Φ𝑚,𝑛 and Φ𝑝−𝑚,𝑝′−𝑛 have equal conformal dimension and in ”minimal”
theory should be identified. The number of primary fields in (𝑝, 𝑝′) minimal model is
(𝑝− 1)(𝑝′ − 1)/2.

The first example of the minimal model is (𝑝, 𝑝′) = (2, 3). The central charge is equal to
𝑐 = 0 and the theory has only one primary field of conformal dimension ℎ1,1 = ℎ1,2 = 0.
This example was discussed in the previous section. The only representation is one-
dimensional, hence the theory contains only identity operator. This theory is called
empty. Since the stress-energy-momentum tensor 𝑇 (𝑧) in this theory vanishes it is
usually excluded from the list of minimal models.

Proposition 5.2. The fields Φ𝑚,𝑛 of the minimal model are closed under the fusion.

Proof. We know that all these fields can be obtained by the fusion of the simplest
degenerate fields Φ1,2 and Φ2,1. So it is sufficient to show that fusion of Φ1,2 and Φ𝑚,𝑛,
with 1 ≤ 𝑚 ≤ 𝑝− 1, 1 ≤ 𝑛 ≤ 𝑝′ − 1 satisfies the same restrictions. This is clear from the
fusion rule (3.18) if 𝑛 ≤ 𝑝′−2. If 𝑛 = 𝑝′−1 one can first use symmetry Φ𝑚,𝑛 = Φ𝑝−𝑚,𝑝′−𝑛

and then fusion rule (3.18).

The singular vectors can be found similarly to the previous section. For example for
the module ℎ = 0 = ℎ1,1 = ℎ−1,−1 = ℎ𝑝−1,𝑝′−1 we have two singular vectors on the
level 1 and level (𝑝 − 1)(𝑝′ − 1). The corresponding highest weights also corresponds
to degenerate representations ℎ−1,1 = ℎ𝑝−1,𝑝′+1 = ℎ1,−1 = ℎ𝑝+1,𝑝′−1, and ℎ𝑝−1,1−𝑝′ =
ℎ2𝑝−1,1 = ℎ1−𝑝,𝑝′−1 = ℎ1,2𝑝′−1, and so forth. This leads to the explicit formulas for
characters.
Introduce notation for the minimal model character 𝜒

𝑝/𝑝′
𝑚,𝑛 = 𝜒(Lℎ𝑚,𝑛,𝑐(𝑏)), where 𝑏 =√︀

−𝑝/𝑝′. Then it was proven in [FF84], [RC85] (see also [FF90] and [IK11]) that

𝜒𝑝/𝑝′
𝑚,𝑛 =

(︃∑︁
𝑘∈Z

𝑥
(𝑝′(2𝑘𝑝+𝑚)−𝑝𝑛)2−(𝑝′−𝑝)2

4𝑝𝑝′ − 𝑥
(𝑝′(2𝑘𝑝+𝑚)+𝑝𝑛)2−(𝑝′−𝑝)2

4𝑝𝑝′

)︃ ∞∏︁
𝑘=1

(︁
1− 𝑥𝑘

)︁−1
(5.3)
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Problem 5.2. For minimal models (2, 2𝑝 + 1) express characters 𝜒
𝑝/𝑝′
𝑚,𝑛 as an infinite

product.

Problem 5.3. The minimal model (3, 4) has central charge 1/2 and usually called Ising
minimal model.
a) Find the formulas for the characters 𝜒

3/4
1,1 + 𝜒

3/4
1,3 , 𝜒

3/4
1,1 − 𝜒

3/4
1,3 , 𝜒

3/4
1,2 in the form of

a product (without denominator).
b)* Prove these formulas from representation theory of real fermion.

5.3 Unitarity.

Recall that we defined above two Shapovalov form, one of them is complex linear form
(·, ·) and another one is sesquilinear ⟨·, ·⟩, see Remark 2.5. Note that the existence of

sesquilinear form with 𝐿†
0 = 𝐿0 and 𝐶

† = 𝐶 requires ℎ, 𝑐 ∈ R. Therefore one can consider
the Virasoro algebra defined over the field R, here these forms (·, ·) and ⟨·, ·⟩ coincide.
One can ask whether this sesquilinear form ⟨·, ·⟩ is positive-definite. Of course this

question makes sense only for irreducible modules Lℎ,𝑐, ℎ, 𝑐 ∈ R. This property is
equivalent to the fact that on the Verma module Lℎ,𝑐 every vector has non negative
norm.
The following theorem was proven by Friedan, Qiu, Shenker [FQS84],[FQS86], another

exposition is given by Langlands [Lan88], see also [IK11, Ch. 11]

Theorem 5.3. The Verma module Vℎ,𝑐 has no vectors of negative norm if and only if
one of the following conditions hold:

� ℎ ≥ 0, 𝑐 ≥ 1

� 𝑐 = 1− 6/𝑚(𝑚+ 1), ℎ = ℎ𝑟,𝑠, 𝑚 ∈ Z≥2, 1 ≤ 𝑟 ≤ 𝑠 < 𝑚.

The proof of this theorem can be decomposed into several steps. We will do the first
ones.

Step 1

Lemma 5.4. If Vℎ,𝑐 has no vectors of negative norm then 𝑐 ≥ 0, ℎ ≥ 0.

Proof. Since 0 ≤ (𝐿−1𝑣ℎ,𝑐, 𝐿−1𝑣ℎ,𝑐) = 2ℎ we get ℎ ≥ 0. Since 0 ≤ (𝐿−𝑛𝑣ℎ,𝑐, 𝐿−𝑛𝑣ℎ,𝑐) =
2𝑛ℎ+ 𝑐(𝑛3 − 𝑛)/12 we get 𝑐 ≥ 0.

Step 2

Lemma 5.5. The limit limℎ→∞ ℎ−𝑙(𝜆)⟨𝐿−𝜇𝑣ℎ,𝑐, 𝐿−𝜆𝑣ℎ,𝑐⟩ = 𝛼𝜆𝛿𝜆,𝜇, where 𝛼𝜆 ∈ Z≥1.

Proof. In the proof of Proposition 2.5 that degree of ⟨𝐿−𝜇𝑣ℎ,𝑐, 𝐿−𝜆𝑣ℎ,𝑐⟩ is non greater the
𝑙(𝜆). Moreover, this degree can equal to 𝑙(𝜆), if any commutator of the form 𝐿𝜇𝑖 , 𝐿−𝜆𝑗

gives 𝐿0. This is possible only if 𝜆 = 𝜇. If the partition 𝜆 = (1𝑚1 , 2𝑚2 . . .) (i.e. has 𝑚1

parts equal to 1. 𝑚2 parts equal to 2, and so on) then the leading coefficient is equal to
𝛼𝜆 =

∏︀
𝑖(2𝑖)

𝑚𝑖𝑚𝑖!.
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Corollary 5.6. Determinant of the Shapovalov form is equal to 𝛼𝑁
∏︀

𝑟,𝑠≥1(ℎ−ℎ𝑟,𝑠)𝑃 (𝑁−𝑟𝑠),
where 𝛼𝑁 ∈ Z≥0.

Proof. The roots and their multiplicities follows from the Theorem 2.2. The leading
coefficient equals to 𝛼𝑁 =

∏︀
𝜆,|𝜆|=𝑁 𝛼𝜆

Lemma 5.7. If 𝑐 ≥ 1 and ℎ ≥ 0 then Vℎ,𝑐 has no vectors of negative norm.

Proof. It is sufficient to proof the statement for strict inequalities 𝑐 > 1 and ℎ > 0 and
then use continuity. First we prove that under these conditions Verma module Vℎ,𝑐 is
irreducible.

Consider two cases. First assume that 𝑐 ≥ 25. In Liouville parametrization 𝑐 =
1+6(𝑏+ 𝑏−1)2, so we get 𝑏 ∈ R, we can assume that 𝑏 ≥ 1. Therefore for any 𝑟, 𝑠 ∈ Z≥1

we have

ℎ𝑟,𝑠 = (
𝑏−1 + 𝑏

2
)2 − (

𝑟𝑏−1 + 𝑠𝑏

2
)2 < 0.

Now assume that 1 < 𝑐 < 25. Then 𝑏2 ̸∈ R but 𝑏−2+𝑏2 ∈ R>0. Therefore 𝑟𝑏
−2+𝑠𝑏2 ∈

R only if 𝑟 = 𝑠. Hence ℎ𝑟,𝑠 ∈ R only if 𝑟 = 𝑠. We have ℎ𝑟,𝑟 = (1− 𝑟2)(𝑏−1 + 𝑏)2/4 ≤ 0.
Now note that for ℎ ≫ 0 the Shapovalov form is positive definite due to Lemma 5.5.

Since this form is nondegenerate for 𝑐 ≥ 1 and ℎ ≥ 0 we see that it is positive definite
in this region (by continuity).

Step 3 Due to previous two steps it remains to consider case 0 ≤ 𝑐 < 1, ℎ ≥ 0. The
Theorem 5.3 means that in this region unitarity holds only for special points correspond-
ing to minimal models.
The idea can be explained as follows. If for example (ℎ−ℎ1,2)(ℎ−ℎ2,1) < 0 then on the

level 2 determinant of the Shapovalov form becomes negative. Therefore in this region
the form on Vℎ,𝑐 is not positive definite Similarly one can the region (ℎ−ℎ1,3)(ℎ−ℎ3,1) < 0
is also forbidden. One can see the corresponding regions in the Fig. 1.
One can make this argument another way. Namely the norm of the vector 𝐷1,2𝑣ℎ,𝑐

vanishes for ℎ = ℎ1,2. But it follows from the Corollary 5.6 the multiplicity of this root
is equal to 1. Therefore the norm of this vector changes the sign after having crossed
the line ℎ = ℎ1,2(𝑐). Since for ℎ≫ 0 the form is positive definite therefore in this region
we have vector of the negative norm
Now we are going to prove that regions of the form (ℎ− ℎ𝑟,𝑠)(ℎ− ℎ𝑠,𝑟) < 0 covers the

strip 0 ≤ 𝑐 < 1, ℎ ≥ 0.

Step 4 It is convenient to use new parametrization

𝑐 = 1− 6

𝑚(𝑚+ 1)
, ℎ =

𝜌2 − 1

4𝑚(𝑚+ 1)
.

Comparing to Liouville parametrization we have 𝑚 = −1/(𝑏2 + 1), 𝜌 = 2𝑃/(𝑏−1 + 𝑏).
Since 0 ≤ 𝑐 < 1 we can take 2 ≤ 𝑚 <∞. Since ℎ ≥ 0 we can assume that 𝜌 ≥ 1. For

singular dimension ℎ𝑟,𝑠 we have 𝜌𝑟,𝑠 = ±(−𝑚𝑟 + (1 +𝑚)𝑠).
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Figure 1:

Assume that (ℎ − ℎ𝑟,𝑠)(ℎ − ℎ𝑠,𝑟) < 0. We can assume that 𝑟 < 𝑠, then |𝜌𝑟,𝑠| < |𝜌𝑠,𝑟|.
Therefore we have ℎ𝑟,𝑠 < ℎ < ℎ𝑠,𝑟 and |𝜌𝑟,𝑠| < 𝜌 < |𝜌𝑠,𝑟|. This leads to three inequalities,
which we label by A,B,C ⎧⎪⎨⎪⎩

𝜌 < −𝑚𝑟 + (𝑚+ 1)𝑠 (B)

𝜌 > −𝑠𝑚+ (1 +𝑚)𝑟 (C)

𝜌 > 𝑠𝑚− (1 +𝑚)𝑟 (A)

(5.4)

Denote the open region bounded by these lines by 𝐷. This region is drawn in Fig. 2/
We proved the following lemma

Lemma 5.8. (ℎ− ℎ𝑟,𝑠)(ℎ− ℎ𝑠,𝑟) < 0 if and only if the point (𝑠, 𝑟) belongs to 𝐷.

Step 5

Lemma 5.9. There exists an integer point (𝑠, 𝑟) inside the closure of 𝐷.

Proof. Taking 𝑠 sufficiently large we need to find point between two parallel lines (A) and
(C). This means that we need to have integer point in the segment [𝑠 𝑚

𝑚+1 −
−𝜌
𝑚+1 , 𝑠

𝑚
𝑚+1 +

𝜌
𝑚+1 ], 𝑠 ∈ Z>>0.
If 𝑚 is irrational number then by Kronecker’s Approximation theorem there exist 𝑠

such that {− 𝑠𝑚−𝜌
𝑚+1 } <

2𝜌
𝑚+1 , i.e. there is integer point in the segment [ 𝑠𝑚−𝜌

𝑚+1 ,
𝑠𝑚+𝜌
𝑚+1 ].

Now assume that 𝑚 is rational, let 𝑚 = 𝑎
𝑏 , then

𝑚
𝑚+1 = 𝑎

𝑎+𝑏 , where 𝑎, 𝑏 are coprime

integers. Then there exists 𝑠 such that {− 𝑠𝑚−𝜌
𝑚+1 } <

1
𝑎+𝑏 . On the other hand the size of

the segment is 2𝜌
𝑚+1 = 2𝜌𝑏

𝑎+𝑏 >
2

𝑎+𝑏 , therefore there is an integer point in the segment.
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𝑠

𝑡

𝜌
𝑚+1

𝜌
𝑚

(A)

(C)

(B)

𝑠 = 𝑡

− 𝜌
𝑚

Figure 2:

Step 6 Let 𝑠0 = min{𝑠|(𝑠, 𝑟) ∈ �̄�.} and 𝑟0 = min{𝑟|(𝑠, 𝑟) ∈ �̄�.}. It is easy to see
geometrically that (𝑠0, 𝑟0) ∈ �̄�.

Lemma 5.10. If (𝑠0, 𝑟0) ∈ 𝐷 then there are vectors in Vℎ,𝑐 with negative norm.

Proof. It is sufficient to prove that determinant of the Shapovalov form on certain level
is negative. For this determinant we will use the formula from Corollary 5.6. By the
Lemma 5.8 the determinant contains negative term (ℎ− ℎ𝑟0,𝑠0)(ℎ− ℎ𝑠0,𝑟0) and all other
terms of the form (ℎ − ℎ𝑟,𝑠)(ℎ − ℎ𝑠,𝑟)

𝑝(𝑟0𝑠0−𝑟𝑠) should be positive. Therefore either the
determinant is negative or there exists 𝑟 such that ℎ− ℎ𝑟,𝑟 < 0 and 𝑟2 < 𝑟0𝑠0. Let 𝑟1 be
minimal 𝑟 with such property, then the determinant on the level 𝑟21 contains only one
negative term (ℎ− ℎ𝑟1,𝑟1).

Due to this lemma we have shown that if the Verma module Vℎ,𝑐 has no vectors of
negative norm and 0 ≤ 𝑐 < 1, ℎ ≥ 0 then ℎ = ℎ𝑟,𝑠. It remains to show that 𝑐 should
correspond to (𝑚/𝑚+1) minimal model and also impose certain constraints on 𝑟, 𝑠. For
these steps we refer to the papers mentioned above.
It is also remains to show ”if” part, namely that for 𝑐 = 1 − 6/𝑚(𝑚 + 1), ℎ = ℎ𝑟,𝑠,

𝑚 ∈ Z≥2, 1 ≤ 𝑟 ≤ 𝑠 < 𝑚 there is no vectors of negative norm. We will do this in
Theorem 6.12 below.
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6 Affine ̂︀sl(2)
6.1 Affine ̂︀sl(2)
We denote the standard generators of ̂︀sl(2) = sl(2) ⊗ C[𝑡, 𝑡−1] ⊕ C𝐾 by 𝑒𝑛 = 𝑒 ⊗ 𝑡𝑛,
𝑓𝑛 = 𝑓 ⊗ 𝑡𝑛, ℎ𝑛 = ℎ⊗ 𝑡𝑛, and the central element by 𝐾. with the relations

[𝑒𝑛, 𝑒𝑚] = [𝑓𝑛, 𝑓𝑚] = 0, [𝑒𝑛, 𝑓𝑚] = ℎ𝑛+𝑚 + 𝑛𝛿𝑛+𝑚𝐾, (6.1)

[ℎ𝑛, 𝑒𝑚] = 2𝑒𝑛+𝑚, [ℎ𝑛, 𝑓𝑚] = −2𝑓𝑛+𝑚, [ℎ𝑛, ℎ𝑚] = 2𝑛𝛿𝑛+𝑚𝐾.

Sometimes we will use notations 𝐽+ = 𝑒, 𝐽− = 𝑓 , 𝐽0 = ℎ. It is convenient to introduce
currents

𝑒(𝑧) =
∑︁
𝑛∈Z

𝑒𝑛𝑧
−𝑛−1, ℎ(𝑧) =

∑︁
𝑛∈Z

ℎ𝑛𝑧
−𝑛−1, 𝑓(𝑧) =

∑︁
𝑛∈Z

𝑓𝑛𝑧
−𝑛−1. (6.2)

We denote by 𝒱𝑙,𝑘 the Verma module. This is module generated by the highest weight
vector 𝑣𝑙,𝑘 such that

𝑒𝑛𝑣𝑙,𝑘 = 0, 𝑛 ≥ 0 ℎ𝑛𝑣𝑙,𝑘 = 𝑓𝑛𝑣𝑙,𝑘 = 0, 𝑛 > 0 ℎ0𝑣 = 𝑙𝑣, 𝐾𝑣 = 𝑘𝑣.

The value 𝑘 of the central element is called the level of the representation. We denote
by ℒ𝑙,𝑘 the irreducible quotient of 𝒱𝑙,𝑘.

On can define action of the Virasoro algebra on these modules. The stress–energy–
momentum tensor is given by the Sugawara formula

𝑇Sug(𝑧) =
1

2(𝑘 + 2)
:

(︂
1

2
ℎ2(𝑧) + 𝑒(𝑧)𝑓(𝑧) + 𝑓(𝑧)𝑒(𝑧)

)︂
: . (6.3)

Proposition 6.1. Define 𝐿𝑛 by the expansion 𝑇Sug(𝑧) =
∑︀
𝐿𝑛𝑧

−𝑛−2.
a) We have a relation [𝐿𝑛, 𝐽𝑎,𝑚] = −𝑚𝐽𝑎,𝑛+𝑚.
b) 𝐿𝑛 satisfy Virasoro algebra with central charge 𝑐 = 3𝑘

𝑘+2 .

The vector 𝑣𝑙,𝑘 is the highest weight vector for the Virasoro algebra:

𝐿𝑛𝑣𝑙,𝑘 = 0, 𝑛 > 0, 𝐿0𝑣𝑙,𝑘 =
𝑙(𝑙 + 2)

4(𝑘 + 2)
𝑣𝑙,𝑘.

One can define the character of the representation 𝑉 of ̂︀sl(2) as 𝜒(𝑉 )(𝑥, 𝑞) = Tr 𝑞𝐿0𝑥ℎ0 |𝑉 .

Lemma 6.2. We have

𝜒(𝒱𝑙,𝑘) =
𝑥𝑙𝑞𝑙(𝑙+2)/4(𝑘+2)∏︀∞

𝑗=1(1− 𝑥2𝑞𝑗)(1− 𝑞𝑗)(1− 𝑥−2𝑞𝑗−1)
(6.4)

Proof. The Verma module 𝒱𝑙,𝑘 has a basis

𝑣�⃗� =
∞∏︁
𝑗=0

𝑓
𝑛𝑓,𝑗

−𝑗

∞∏︁
𝑗=1

ℎ
𝑛ℎ,𝑗

−𝑗

∞∏︁
𝑗=1

𝑒
𝑛𝑒,𝑗

−𝑗 𝑣𝑙,𝑘,
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where all numbers 𝑛𝑓,𝑗 , 𝑛ℎ,𝑗 , 𝑛𝑒,ℎ ∈ Z≥0 and only finite number of them are nonzero. We
have

ℎ0𝑣�⃗� =

⎛⎝𝑙 + 2
∞∑︁
𝑗=1

𝑛𝑒,𝑗 − 2
∞∑︁
𝑗=0

𝑛𝑓,𝑗

⎞⎠ 𝑣�⃗�, 𝐿0𝑣�⃗� =

⎛⎝ 𝑙(𝑙 + 2)

4(𝑘 + 2)
+

∞∑︁
𝑗=1

(𝑗𝑛𝑒,𝑗 + 𝑗𝑛ℎ,𝑗 + 𝑗𝑛𝑓,𝑗)

⎞⎠ 𝑣�⃗�

Therefore we have

𝜒(𝒱𝑙,𝑘) =
∑︁
�⃗�

𝑥𝑙+2
∑︀∞

𝑗=1 𝑛𝑒,𝑗−2
∑︀∞

𝑗=0 𝑛𝑓,𝑗𝑞
𝑙(𝑙+2)
4(𝑘+2)

+
∑︀∞

𝑗=1(𝑗𝑛𝑒,𝑗+𝑗𝑛ℎ,𝑗+𝑗𝑛𝑓,𝑗)

= 𝑥𝑙𝑞
𝑙(𝑙+2)
4(𝑘+2)

⎛⎝ ∞∏︁
𝑗=0

∞∑︁
𝑛𝑓,𝑗=0

𝑥−2𝑛𝑓,𝑗𝑞𝑗𝑛𝑓,𝑗

⎞⎠⎛⎝ ∞∏︁
𝑗=1

∞∑︁
𝑛ℎ,𝑗=0

𝑞𝑗𝑛ℎ,𝑗

⎞⎠⎛⎝ ∞∏︁
𝑗=1

∞∑︁
𝑛𝑒,𝑗=1

𝑥2𝑛𝑒,𝑗𝑞𝑗𝑛𝑒,𝑗

⎞⎠
=

𝑥𝑙𝑞𝑙(𝑙+2)/4(𝑘+2)∏︀∞
𝑗=1(1− 𝑥2𝑞𝑗)(1− 𝑞𝑗)(1− 𝑥−2𝑞𝑗−1)

Of course the more delicate question is the character of irreducible module ℒ𝑙,𝑘 For
generic 𝑙, 𝑘 the Verma module 𝒱𝑙,𝑘 is irreducible. The precise statement is given in the
following theorem.

Theorem 6.3 ([KK79]). The Verma module 𝒱𝑙,𝑘 is irreducible unless 𝑙+ 𝑛(𝑘 + 2) = 𝑚
or 𝑘 − 𝑙 + 𝑛(𝑘 + 2) = 𝑚 for some 𝑚,𝑛 ∈ Z≥0.

Example 6.1. Let 𝑙 = 𝑚 ∈ Z≥0. Then the vector 𝑓𝑚+1
0 𝑣𝑙,𝑘 is singular, namely annihi-

lated by 𝑒𝑛, 𝑛 ≥ 0, ℎ𝑛, 𝑓𝑛, 𝑛 > 0. The only nontrivial check is for 𝑒0, which reduces to
the case of finite dimensional algebra sl2.

Problem 6.1. For 𝑘 − 𝑙 = 𝑚 ∈ Z≥0 show that vector 𝑒𝑚+1
−1 𝑣𝑙,𝑘 ∈ 𝒱𝑙,𝑘 is singular.

For 𝑘 ̸∈ Q the only one of the conditions in Theorem 6.3 can hold. Therefore the
irreducible module is a quotient of the Verma module by submodule generated by one
singular vector. This submodule itself is isomorphic to Verma module, hence we get the
formula for character.

Lemma 6.4. For generic 𝑘 and 𝑙 ∈ Z≥0

𝜒(ℒ𝑙,𝑘) =
(𝑥𝑙 − 𝑥−𝑙−2)𝑞𝑙(𝑙+2)/4(𝑘+2)∏︀∞

𝑗=1(1− 𝑥2𝑞𝑗)(1− 𝑞𝑗)(1− 𝑥−2𝑞𝑗−1)
(6.5)

Remark 6.2. It is instructive to compare this formula with the formula for the character
of the finite-dimensional sl2 module:

𝜒𝑙 =
𝑥𝑙 − 𝑥−𝑙−2

1− 𝑥−2
=
𝑥𝑙+1 − 𝑥−𝑙−1

𝑥− 𝑥−1

Note also that the character has symmetry 𝜒𝑙 = −𝜒−𝑙−2.
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6.2 Integrable modules

Definition 6.1. Shapovalov form ⟨·, ·⟩ on 𝒱𝑙,𝑘 is sesquilinear form such that ⟨𝑣𝑙,𝑐, 𝑣𝑙,𝑐⟩ = 1
and operators are conjugated by

𝑒†𝑛 = 𝑓−𝑛, 𝑓
†
𝑛 = 𝑒−𝑛, ℎ

†
𝑛 = ℎ−𝑛,𝐾

† = 𝐾. (6.6)

As before one can also define complex symmetric Shapovalov form, but we do not use
it here. The following proposition can be proven similarly to Proposition 2.3.

Proposition 6.5. The kernel of the Shapovalov form coincides with the largest nontrivial
submodule in 𝒱𝑙,𝑘.

Therefore one can define Shapovalov form on the irreducible quotient ℒ𝑙,𝑐, where this
form is nondegenerate. Similarly to the Virasoro case one can ask whether this form
is positive definite. Ore, equivalently, weather Verma module 𝒱𝑙,𝑘 has no vectors of

negative norm. It appears that this question for ̂︀sl(2) is simpler.

Theorem 6.6. The module ℒ𝑙,𝑘 has positive definite Shapovalov form if and only if
𝑙, 𝑘 ∈ Z, 0 ≤ 𝑙 ≤ 𝑘.

Proof. Assume that 𝒱𝑙,𝑘 has no vectors of negative norm. Since operators 𝐾,ℎ0 are self
adjoint their eigenvalues should be real. Therefore it is necessary that 𝑙, 𝑘 ∈ R.
It is easy to see that

⟨𝑓𝑚0 𝑣, 𝑓𝑚0 𝑣⟩ = 𝑙↓𝑚𝑚!.

These numbers are non negative only if 𝑙 ∈ Z≥0. On the other hand

⟨𝑒𝑚−1𝑣, 𝑒
𝑚
−1𝑣⟩ = (𝑘 − 𝑙)↓𝑚𝑚!.

Therefore 𝑘 − 𝑙 ∈ Z≥0. Hence we get 𝑙, 𝑘 ∈ Z, 0 ≤ 𝑙 ≤ 𝑘.
It remains to prove that for such 𝑙, 𝑘 the module ℒ𝑙,𝑘 has positive definite Shapovalov

form. This can be shown using induction by 𝑘. For 𝑘 = 0 we have 𝑙 = 0 and ℒ0,0 = C
is trivial representation. For 𝑘 = 1 the modules ℒ0,1 and ℒ1,1 have explicit construction
see Problem 6.2 below. It follows from this construction that Shapovalov form is positive
definite on these modules.
For generic 𝑙, 𝑘 ∈ Z, 0 ≤ 𝑙 ≤ 𝑘 we consider tensor product ℒ⊗𝑙

0,1 ⊗ ℒ⊗𝑘−𝑙
1,1 . This

module has positive definite Shapovalov form, therefore it is isomorphic to direct sum of
irreducible modules which are orthogonal with respect to this form. The highest weight
vector has the weight (𝑙, 𝑘), therefore it generates irreducible module ℒ𝑙,𝑘. Hence we
proved that ℒ𝑙,𝑘 has positive definite Shapovalov form.

Problem 6.2. Let 𝑎𝑛, 𝑛 ∈ Z, �̂� generators of the Heisenberg algebra with commutation
relations [𝑎𝑛, 𝑎−𝑛] = 𝑛, [𝑎0, �̂�] = 1. Introduce the field

𝜙(𝑧) =
∑︁

𝑛∈Z∖0

1

−𝑛
𝑎𝑛𝑧

−𝑛 + 𝑎0 log 𝑧 + �̂�.
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Prove that formulas

𝑒(𝑧) = *
* exp(

√
2𝜙(𝑧)) *

* , ℎ(𝑧) =
√
2𝜕𝜙(𝑧), 𝑓(𝑧) = *

* exp(−
√
2𝜙(𝑧)) *

*

satisfies relations ̂︀sl2 on the level 1.
b) By F𝜇 denote Fock representation of the Heisenberg algebra with generators 𝑎𝑛 and

highest weight 𝜇. Show that sums

ℒ0,1 =
⨁︁
𝑚∈Z

F𝑚
√
2, ℒ1,1 =

⨁︁
𝑚∈Z+1/2

F𝑚
√
2

form integrable representations ̂︀sl2 on the level 1.
c) Show that ℒ0,1 and ℒ1,1 have positive definite Shapovalov form.

Using this construction one can get formulas for the characters:

𝜒(ℒ0,1) =

∑︀
𝑚∈Z 𝑥

2𝑚𝑞𝑚
2∏︀∞

𝑗=1(1− 𝑞𝑗)
= 1 + (𝑥2+1+𝑥−2)𝑞 + (𝑥2+2+𝑥−2)𝑞2 + (2𝑥2+3+2𝑥−2)𝑞4 + . . . ,

(6.7)

𝜒(ℒ1,1) =

∑︀
𝑚∈Z+1/2 𝑥

2𝑚𝑞𝑚
2∏︀∞

𝑗=1(1− 𝑞𝑗)
= (𝑥−1+𝑥)𝑞1/4 + (𝑥−1+𝑥)𝑞5/4 + (𝑥−3+2𝑥−1+2𝑥+𝑥3)𝑞9/4 + . . . ,

(6.8)

Problem 6.3. a) Find the formula for Sugawara Virasoro algebra on ℒ0,1, ℒ1,1 in terms
of 𝑎𝑛 and without exponents.
b) Decompose ℒ0,1, ℒ1,1 as representations of this Virasoro algebra.

Since Lie algebra ̂︀sl(2) is infinitedimensional the definition of the Lie group it is a
delicate question. But for any 𝑚 ∈ Z we have a finite dimensional sl(2) subalgebra
generated by 𝑒𝑚, 𝑓−𝑚, ℎ0 +𝑚𝐾. The ̂︀sl(2) module 𝑉 is called integrable the action of
any such sl(2) subalgebra integrates to the action of the group 𝑆𝐿(2).

Theorem 6.7. The module ℒ𝑙,𝑘 for 𝑙, 𝑘 ∈ Z, 0 ≤ 𝑙 ≤ 𝑘 is integrable.

Proof. For any 𝑚 ≥ 0 the action of 𝑒𝑚 on ℒ𝑙,𝑘 is locally nilpotent. For 𝑚 < 0 the action
of 𝑓−𝑚 on ℒ𝑙,𝑘 is locally nilpotent. Therefore, for any 𝑚 ∈ Z the module ℒ𝑙,𝑘 is highest
weight module with respect to subalgebra generated by 𝑒𝑚, 𝑓−𝑚, ℎ0 +𝑚𝐾. Since this
module has positively definite form it is isomorphic to a direct sum of finite dimensional
modules with respect to this subalgebra. It remains to note that any finite dimensional
sl(2) integrates to the 𝑆𝐿(2) module.

The integrable modules are analogues of finite-dimensional representations of simple
Lie algebras. In particular, there is Weyl-Kac formula for the character. It has the form

𝜒(ℒ𝑙,𝑘) =
Num𝑙,𝑘∏︀∞

𝑗=1(1− 𝑥2𝑞𝑗)(1− 𝑞𝑗)(1− 𝑥−2𝑞𝑗−1)
(6.9)
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where the numerator is given by the formula

Num𝑙,𝑘 = 𝑞𝑙(𝑙+2)/4𝜅
∑︁
𝑛∈Z

𝑞𝜅𝑛
2+(𝑙+1)𝑛(𝑥𝑙+2𝜅𝑛 − 𝑥−𝑙−2𝜅𝑛−2) (6.10)

and we used notation 𝜅 = 𝑘 + 2. It is also convenient to rewrite the numerator as

Num𝑙,𝑘 = 𝑞−1/4𝜅
∑︁
𝑛∈Z

𝑞
1
4𝜅

(2𝜅𝑛+𝑙+1)2(𝑥𝑙+2𝜅𝑛 − 𝑥−𝑙−2𝜅𝑛−2) (6.11)

In this form it is easy to see an affine Weyl group symmetry in the form

Num𝑙+2𝜅,𝑘 = Num𝑙,𝑘, Num−𝑙−2,𝑘 = −Num𝑙,𝑘. (6.12)

6.3 Coset construction

Consider the tensor product of two ̂︀sl(2) modules ℒ𝑖,1 ⊗ ℒℎ,𝑘, where 𝑖 = 1, 2. There

is an action of the algebra ̂︀sl(2) ⊗ ̂︀sl(2) on this space, we denote by 𝑒
(1)
𝑛 , ℎ

(1)
𝑛 , 𝑓

(1)
𝑛 the

generators of the first factor and by 𝑒
(2)
𝑛 , ℎ

(2)
𝑛 , 𝑓

(2)
𝑛 the generators of the second factor.

The space ℒ𝑖,1 ⊗ ℒℎ,𝑘 becomes a level 𝑘 + 1 representation under the diagonal action

of ̂︀sl(2): 𝑒Δ𝑛 = 𝑒
(1)
𝑛 + 𝑒

(2)
𝑛 , ℎΔ𝑛 = ℎ

(1)
𝑛 + ℎ

(2)
𝑛 , 𝑓Δ𝑛 = 𝑓

(1)
𝑛 + 𝑓

(2)
𝑛 .

Lemma 6.8 ([GKO86]). Denote

𝑇Coset(𝑧) = 𝑇
(1)
Sug(𝑧) + 𝑇

(2)
Sug(𝑧)− 𝑇Δ

Sug(𝑧)

Then modes of 𝑇Coset(𝑧) satisfies Virasoro algebra with 𝑐 = 1 − 6/(𝑘 + 2)(𝑘 + 3). This
coset Virasoro algebra commutes with operators 𝑒Δ𝑛 , ℎ

Δ
𝑛 , 𝑓

Δ
𝑛

Proof. Using Proposition 6.1 we get

[𝐿Coset
𝑛 , 𝑒Δ𝑚] = [𝐿(1)

𝑛 , 𝑒(1)𝑚 +𝑒(2)𝑚 ]+[𝐿(2)
𝑛 , 𝑒(1)𝑚 +𝑒(2)𝑚 ]− [𝐿Δ

𝑛 , 𝑒
Δ
𝑚] = −𝑚𝑒(1)𝑚 −𝑚𝑒(2)𝑚 +𝑚𝑒Δ𝑚 = 0.

Using this commutativity we obtain

(𝑚− 𝑛)𝐿
(1)
𝑚+𝑛 +

𝑛3 − 𝑛

12
𝛿𝑚+𝑛𝑐

(1) + (𝑚− 𝑛)𝐿
(2)
𝑚+𝑛 +

𝑛3 − 𝑛

12
𝛿𝑚+𝑛𝑐

(2)

= [𝐿(1)
𝑛 + 𝐿(2)

𝑛 , 𝐿(1)
𝑚 + 𝐿(2)

𝑚 ] = [𝐿Coset
𝑛 + 𝐿Δ

𝑛 , 𝐿
Coset
𝑚 + 𝐿Δ

𝑚]

= [𝐿Coset
𝑛 , 𝐿Coset

𝑚 ] + (𝑚− 𝑛)𝐿Δ
𝑚+𝑛 +

𝑛3 − 𝑛

12
𝛿𝑚+𝑛𝑐

Δ.

Therefore, operators 𝐿Coset
𝑛 satisfy Virasoro algebra with central charge

𝑐Coset = 𝑐(1) + 𝑐(2) − 𝑐Δ = 1 +
3𝑘

𝑘 + 2
− 3𝑘 + 3

𝑘 + 3
= 1− 6

(𝑘 + 2)(𝑘 + 3)
.
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Note that for 𝑘 ∈ Z≥0 the central charge 𝑐 = 1− 6/(𝑘 + 2)(𝑘 + 3) corresponds to the
minimal model (𝑘 + 2, 𝑘 + 3). The parameter 𝑏 corresponding to this central charge is
equal to 𝑏𝑘+2/𝑘+3 =

√︀
−(𝑘 + 2)/(𝑘 + 3).

Proposition 6.9. Let (𝑙, 𝑘) be generic, 𝑃 = 1
2

(1+𝑙)√
−(𝑘+2)(𝑘+3)

. Then we have a decompo-

sition of the ℒ𝑖,1 ⊗ ℒ𝑙,𝑘 as a Vir⊕ ̂︀sl(2) module:

ℒ0,1 ⊗ ℒ𝑙,𝑘 =
⨁︁
𝑚∈Z

Lℎ(p+𝑚𝑏),𝑐 ⊗ ℒ𝑙+2𝑚,𝑘+1, ℒ1,1 ⊗ ℒℎ,𝑘 =
⨁︁

𝑚∈Z+1/2

Lℎ(p+𝑚𝑏),𝑐 ⊗ ℒ𝑙+2𝑚,𝑘+1,

here 𝑏 = 𝑏𝑘+2/𝑘+3, 𝑐 = 𝑐(𝑏).

Proof. Since all modules on the right side are generic Verma modules it is sufficient to
show equality of the characters. The denominators on the left and right sides are equal
to
∏︀∞

𝑗=1(1− 𝑥2𝑞𝑗)(1− 𝑞𝑗)2(1− 𝑥−2𝑞𝑗−1), so it is sufficient to look to numerators. Using
the formula (6.7) we have for the first isomorphism

(
∑︁
𝑚∈Z

𝑥2𝑚𝑞𝑚
2
)𝑥𝑙𝑞

𝑙(𝑙+2)
4(𝑘+2) =

∑︁
𝑚∈Z

𝑥𝑙+2𝑚𝑞
(𝑙+2𝑚)(𝑙+2𝑚+2)

4(𝑘+3) 𝑞ℎ(p+𝑚𝑏). (6.13)

Calculation for the second isomorphism is similar.

Theorem 6.10. Let ℒ𝑙,𝑘 be integrable representation. Then we have a decomposition of

the ℒ𝑖,1 ⊗ ℒ𝑙,𝑘 as a Vir⊕ ̂︀sl(2) module

ℒ𝑖,1 ⊗ ℒ𝑙,𝑘 =
⨁︁

𝑙′≡𝑙+𝑖 mod 2

Lℎ2𝑙+1,2𝑙′+1,𝑐
⊗ ℒ𝑙′,𝑘+1. (6.14)

Proof. Again it is sufficient to show relations on characters. Since denominators are
equal we concentrate on numerators. Using the formulas (6.7) and (6.10)

(
∑︁
𝑚∈Z

𝑞𝑚
2
𝑥2𝑚)Num𝑙,𝑘

= (
∑︁
𝑚∈Z

𝑞𝑚
2
𝑥2𝑚)

(︃
𝑞

𝑙(𝑙+2)
4𝜅

∑︁
𝑛∈Z

𝑞𝜅𝑛
2+(𝑙+1)𝑛(𝑥𝑙+2𝜅𝑛 − 𝑥−𝑙−2𝜅𝑛−2)

)︃
= 𝑞

𝑙(𝑙+2)
4𝜅

∑︁
𝑚,𝑛

𝑞𝜅𝑛
2+(𝑙+1)𝑛+𝑚2

(𝑥𝑙+2𝜅𝑛+2𝑚 − 𝑥−𝑙−2𝜅𝑛−2−2𝑚)

= 𝑞
𝑙(𝑙+2)
4𝜅

∑︁
𝑙′,𝑛

𝑞(𝜅+1)𝑛2+(𝑙′+1)𝑛+ 1
4
(𝑙−𝑙′)2(𝑥2(𝜅+1)𝑛+𝑙′ − 𝑥−2(𝜅+1)𝑛−𝑙′−2)

=
∑︁
𝑙′

𝑞
𝑙(𝑙+2)
4𝜅

− 𝑙′(𝑙′+2)
4(𝜅+1)

+ 1
4
(𝑙−𝑙′)2

Num𝑙′,𝑘+1, (6.15)

where we have substituted 𝑙′ = 𝑙 + 2𝑚− 2𝑛, and used following relations

𝑙′ = 𝑙 + 2𝑚− 2𝑛,
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𝜅𝑛2 + (𝑙 + 1)𝑛+𝑚2 = (𝜅+ 1)𝑛2 + (𝑙′ + 1)𝑛+
1

4
(𝑙′ − 𝑙)2.

Now using (6.12) we represent the right side as a sum of Num𝑙′,𝑘+1, with 0 ≤ 𝑙′ ≤ 𝑘 + 1
and 𝑙′ ≡ 𝑙 mod 2. Calculating the coefficients we get the numerators from (5.3).

Remark 6.3. The coset constrution is not symmetric under 𝑏↔ 𝑏−1 replacement. One
can see from decomposition (6.14) that ̂︀sl(2) on the level 𝑘 is corresponds to 𝑏−1 but̂︀sl(2) on the level 𝑘 + 1 is corresponds to 𝑏.

Theorem 6.11. Determinant of the Shapovalov form on the Verma module Vℎ𝑟,𝑠,𝑐 van-
ishes on the level 𝑟𝑠

Proof. Take 𝑘 ∈ Z≥1, such that (𝑘+2−𝑟)(𝑘+3−𝑠) > 𝑟𝑠. It follows from the calculation

of characters in the proof of Theorem 6.10 that certain multiplicity space for ̂︀sl(2) has
the character which equals (5.3). One of these characters has the form 𝑞ℎ𝑟,𝑠(1 − 𝑞𝑟𝑠 +
. . . )/

∏︀
𝑗(1 − 𝑞𝑗). Coset Virasoro algebra with central charge 𝑐 = 1 − 6/(𝑘 + 2)(𝑘 + 3)

acts on this multiplicity space. Hence, the representation of the Virasoro algebra with
this central charge and highest weight ℎ𝑟,𝑠(𝑐) has singular vector on the level 𝑟𝑠.

So we proved that for any large integer 𝑘 the determinant of the Shapovalov form
on Verma module Vℎ𝑟,𝑠,𝑐, 𝑐 = 1 − 6/(𝑘 + 2)(𝑘 + 3) vanishes on the level 𝑟𝑠. Since this
determinant is polynomial in 𝑘 we see that it vanishes for any 𝑘.

Combining with ℎ→ ∞ arguments we proved Theorem 2.4 and hence Theorem 2.2.

Theorem 6.12. The representations Lℎ,𝑐 for 𝑐 = 1− 6/𝑚(𝑚+ 1), ℎ = ℎ𝑟,𝑠, 𝑚 ∈ Z≥2,
1 ≤ 𝑟 ≤ 𝑠 < 𝑚 have positive definite Shapovalov form.

Remark 6.4. Note that precisely these modules appears as exceptional cases in the
Theorem 5.3.

Proof. Due to Theorem 6.6 the tensor product ℒ𝑖,1 ⊗ ℒ𝑙,𝑘 has positive definite form

with conjugation of 𝐽
(1)
𝑎,𝑛, 𝐽

(2)
𝑎,𝑛 given by (6.6). Therefore the conjugation of the Virasoro

generators 𝐿
(1)
𝑛 , 𝐿

(2)
𝑛 , 𝐿Δ

𝑛 , 𝐿
Coset
𝑛 are given by the formula 𝐿†

𝑛 = 𝐿−𝑛. Therefore we
proved unitarity for any module obtained by coset construction (6.14).
It is easy to see that any module of the form Lℎ,𝑐 for 𝑐 = 1 − 6/𝑚(𝑚 + 1), ℎ = ℎ𝑟,𝑠,

𝑚 ∈ Z≥2, 1 ≤ 𝑟 ≤ 𝑠 < 𝑚 appears on the right side of (6.14).

Problem 6.4. Let 𝑙 ∈ Z≥0 and 𝑘 is generic. Find the decomposition of ℒ𝑖,1 ⊗ ℒ𝑙,𝑘 as

Vir⊕ ̂︀sl(2) module.

Problem 6.5 (*). Consider coset (�̂�8)1 ⊕ (�̂�8)1/(�̂�8)2. Find its central charge and
highest weights. Compare to Ising minimal model (3/4)
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7 Drinfeld-Sokolov reduction

7.1 Finite-dimensional case

Classical case. Consider finite dimensional simple Lie algebra g = sl(2). Denote its
standard generators by 𝑒, ℎ, 𝑓 , as before we will also denote them as 𝐽+.𝐽0, 𝐽− sometimes.

The dual vector space g* has the structure of Poisson manifold. This means that the
algebra of function on g* is a Poisson algebra. One can restrict to the algebraic functions,
this algebra is an algebra of polynomials 𝑆(g) = C[𝑒, ℎ, 𝑓 ] and the bracket of generator
is defined by {𝐽𝑎, 𝐽𝑏} = [𝐽𝑎, 𝐽𝑏]. This bracket is called Kostant-Kirillov bracket.

By 𝑁 we denote nilpontent subgroups which consist of matrices 𝑔(𝛼) =

(︂
1 𝛼
0 1

)︂
.

Proposition 7.1. The coadjoint action of g* is hamiltonian with 𝐻 = 𝑒.

Proof. This proposition means that for any function 𝐹 ∈ C[𝑒, ℎ, 𝑓 ] we have

𝑑

𝑑𝛼
(𝑔(𝛼) · 𝐹 )

⃒⃒⃒⃒
𝛼=0

= {𝐻,𝐹}.

It is sufficient to check this relation on the generators 𝐹 = 𝐽𝑎 In this case the left side
will be just adjoint action [𝑒, 𝐽 ]. This finishes the proof.

Remark 7.1. This proof does not use any special properties of our situation. Using the
same words one can show that coadjoint action of any group 𝐺 on g* is hamiltonian.

Definition 7.1. The hamiltonian reduction g* by the coadjoint action of 𝑁 is {𝑥 ∈
g*|𝑒(𝑥) = 𝜖}/𝑁 .

This construction depends on the 𝜖, i.e. depends on the of hamiltonian. Action of the
torus relates all nonzero values of 𝜖, so actually there are two cases 𝜖 = 0 and, say, 𝜖 = 1.

In order to write this quotient explicitly it is convenient to identify g with g* using
trace form:

𝐽 ∈ g ↔ Tr(𝐽 ·) ∈ g*.

Under this identification the set {𝑥 ∈ g*|𝑒(𝑥) = 𝜖} goes to the set of matrices

(︂
* *
𝜖 *

)︂
.

Proposition 7.2. For 𝜖 ̸= 0 any matrix of the form

(︂
* *
𝜖 *

)︂
can be uniquely reduced to

the form

(︂
0 𝑡
𝜖 0

)︂
by conjugation of 𝑁 .

Proof. Direct computation.

This proposition means that for 𝜖 ̸= 0 the reduction can be identified with affine line
𝜖𝑓 + ⟨𝑓⟩. This is called a slice.
Now consider the algebra of functions on the reduction. By the definition it is

C[𝑒, ℎ, 𝑓 ]/(𝑒 − 𝜖))𝑁 . Since the reduction is an affine line this algebra is an algebra
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of polynomials in one variable 𝑡. One can also argue that this algebra is generated by
image of the Casimir element 𝑡 = 𝐶 = 𝑒𝑓 + 𝑓𝑒+ ℎ2/2.

In terms of the matrices

(︂
* *
𝜖 *

)︂
this invariant is proportional to the determinant,

this gives the same formula.

Quantum case. Now we want to quantize this construction. It well known that quan-
tization of Poisson algebra 𝑆(g) is the universal enveloping algebra 𝑈(g).

Definition 7.2. The quantum hamiltonian reduction g* by the coadjoint action of 𝑁 is
(𝑈(g)/(𝑒− 𝜖))𝑁 .

Since the group 𝑁 is connected the condition of 𝑁 invariance can be stated infinitesi-
mally, as invariance under commutativity with 𝑒. In terms of the quotient it means that
for any 𝑋 ∈ (𝑈(g)/(𝑒 − 𝜖))𝑁 there exists 𝑌 ∈ 𝑈(g) such that 𝑒𝑋 − 𝑋𝑒 = 𝑌 (𝑒 − 𝜖).
Therefore the quantum hamiltonian reduction is an algebra(︁

𝑋1 + 𝑌1(𝑒− 𝜖)
)︁(︁
𝑋2 + 𝑌2(𝑒− 𝜖)

)︁
=
(︁
𝑋1𝑋2 + (𝑋1𝑌2 + 𝑌1𝑋2 + 𝑌1𝑌 )(𝑒− 𝜖)

)︁
,

where 𝑒𝑋2 −𝑋2𝑒 = 𝑌 (𝑒− 𝜖).

Problem 7.1. Find (𝑈(sl2)/(𝑒− 𝜖))𝑁 depending on value of 𝜖 ∈ C.

There is another way to define quantum hamiltonian reduction. Consider Clifford
algebra Cl generated by 𝜓,𝜓* with relations

𝜓2 = (𝜓*)2 = 0 𝜓*𝜓 + 𝜓𝜓* = 1.

Let 𝐴 = 𝑈(sl(2))⊗Cl. The algebra 𝐴 is actually a superalgebra, where 𝑈(sl(2)) are even
and 𝜓,𝜓* are odd. Let Q𝜖 = 𝜓(𝑒 − 𝜖). The operator adQ𝜖 acts on 𝐴 as a commutator
on even elements and as anticommutator on odd elements. Clearly ad2Q𝜖

= 0.

Problem 7.2 (*). Find cohomology of adQ𝜖 on 𝐴.

One can also construct representations using quantum hamiltonian reduction. This
will be is more meaningful in other examples, but for completeness let us give the
construction here. For any representation 𝑉 of 𝑈(sl2) one can consider 𝑉 ⊗ Λ, where
Λ is 2-dimensional representation of Cl. The algebra 𝐴 acts on the 𝑉 ⊗ Λ and one can
define cohomology space 𝐻(𝑉 ⊗ Λ,Q𝜖). The algebra 𝐻(𝐴,Q𝜖) acts on this space

Problem 7.3 (*). a) Let 𝑉 = 𝒱𝑙 be a Verma module generated by the highest weight
vector 𝑣𝑙 such that 𝑒𝑣𝑙 = 0, ℎ𝑣𝑙 = 0. Find 𝐻(𝑉 ⊗Λ,Q𝜖), compute the action of 𝐻(𝐴,Q𝜖).
b) Let 𝑉 = 𝒱*

𝑙 be a dual Verma module. This module can be also realized as a space
of polynomials C[𝑥] with action of

𝑒 = −𝑥2𝜕𝑥 − 𝑙𝑥, ℎ = 2𝑥𝜕𝑥 + 𝑙, 𝑓 = 𝜕𝑥

Find 𝐻(𝑉 ⊗ Λ,Q𝜖), compute the action of 𝐻(𝐴,Q𝜖).
c) Let 𝑉 be a finite dimensional representation of sl2. Find 𝐻(𝑉 ⊗ Λ,Q𝜖), compute

the action of 𝐻(𝐴,Q𝜖).
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7.2 Affine case

In this section we follow [Bel89], [Dic03], [FF90], [FBZ04]. This particular case of hamil-
tonian reduction is called Drinfeld-Sokolov reduction.

Classical case. Consider now affine Lie algebra ̂︀g = ̂︀sl(2). The commutation relations
were given above in (6.1). The dual space ̂︀g* has Poisson structure with Kostant-Kirillov
bracket.
The function 𝐾 on ̂︀g* is a Casimir function, in other words it belongs to the Poisson

center. One can fix its value by number, we denote this number by 𝑘 and the corre-
sponding affine hyperplane in ̂︀g* by ̂︀g*𝑘. The algebra of functions on ̂︀g*𝑘 is an algebra of
polynomials with generators 𝑒𝑛, 𝑓𝑛, ℎ𝑛. In terms of currents (6.2) the Poisson structure
has the form

{𝑒(𝑧), 𝑒(𝑤)} = {𝑓(𝑧), 𝑓(𝑤)} = 0, {𝑒(𝑧), 𝑓(𝑤)} = ℎ(𝑤)𝛿(𝑧, 𝑤) + 𝑘𝛿′(𝑧, 𝑤),

{ℎ(𝑧), 𝑒(𝑤)} = 2𝑒(𝑤)𝛿(𝑧, 𝑤), {ℎ(𝑧), 𝑓(𝑤)} = 2𝑓(𝑤)𝛿(𝑧, 𝑤),

{ℎ(𝑧), ℎ(𝑤)} = 2𝑘𝛿′(𝑧, 𝑤),

where 𝛿(𝑧, 𝑤) =
∑︀

𝑎+𝑏=−1 𝑧
𝑎𝑤𝑏.

By ̂︀𝑁 we denote a group which consist of matrices

(︂
1 𝛼(𝑧)
0 1

)︂
, where 𝛼(𝑧) =

∑︀
𝛼𝑛𝑧

−𝑛.

Proposition 7.3. The action of ̂︀𝑁 on g* is hamiltonian. The Hamiltonian correspond-
ing to one dimensional subgroup {𝑔(𝑡𝛼(𝑧))} is 𝐻 =

∑︀
𝛼𝑛𝑒−𝑛 =

∮︀
𝛼(𝑧)𝑒(𝑧)𝑑𝑧.

This proposition means that for any function 𝐹

𝑑

𝑑𝑡
(𝑔(𝑡𝛼(𝑧)) · 𝐹 )

⃒⃒⃒⃒
𝑡=0

= {𝐻,𝐹}. (7.1)

It was already mentioned in Remark 7.1 that the proof of proposition 7.1 works in this
case. The space of all hamiltonians is generated by 𝑒𝑛, 𝑛 ∈ Z

It is convenient to consider functions 𝑒𝑛, 𝑓𝑛, ℎ𝑛 as a functions on the space of linear
differential operators

𝐿 = 𝑘
𝑑

𝑑𝑧
+𝐴(𝑧) = 𝑘

𝑑

𝑑𝑧
+

(︂
ℎ(𝑧)/2 𝑓(𝑧)
𝑒(𝑧) −ℎ(𝑧)/2

)︂
. (7.2)

Then the action of the group ̂︀𝑁 can be given by conjugation of differential operator or
gauge transformations of 𝐴(𝑧), namely

𝑘
𝑑

𝑑𝑧
+𝐴 ↦→ 𝑔(𝑘

𝑑

𝑑𝑧
+𝐴)𝑔−1 = 𝑘

𝑑

𝑑𝑧
+
(︁
𝑔𝐴𝑔−1 − 𝑔′𝑔−1

)︁
(7.3)

Indeed, one can see from this formula that

𝑑

𝑑𝑡
(𝑔(𝑡𝛼(𝑧)) · 𝑒𝑛)

⃒⃒⃒⃒
𝑡=0

= 0,
𝑑

𝑑𝑡
(𝑔(𝑡𝛼(𝑧)) · ℎ𝑛)

⃒⃒⃒⃒
𝑡=0

=
∑︁

𝑎+𝑏=𝑛

𝛼𝑎ℎ𝑏,
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𝑑

𝑑𝑡
(𝑔(𝑡𝛼(𝑧)) · 𝑓𝑛)

⃒⃒⃒⃒
𝑡=0

= −
∑︁

𝑎+𝑏=𝑛

𝛼𝑎𝑓𝑏 + 𝑘𝑛𝛼𝑛,

in agreement with the formula (7.1).

Definition 7.3. The hamiltonian reduction of ̂︀g*𝑘 by ̂︀𝑁 is

{︂
𝐴(𝑧) =

(︂
ℎ(𝑧)/2 𝑓(𝑧)
𝜖 −ℎ(𝑧)/2

)︂}︂
/ ̂︀𝑁 ,

where the action of ̂︀𝑁 is given by gauge transformations

In principle 𝜖 can depend on 𝑧 but for simplicity below we take 𝜖 ∈ C. As in nonaffine
case there are actually two cases 𝜖 = 0 and 𝜖 ̸= 0. Similarly to nonaffine case one can
show that

Proposition 7.4. For 𝜖 ̸= 0 any matrix 𝐴(𝑧) =

(︂
ℎ(𝑧)/2 𝑓(𝑧)
𝜖 −ℎ(𝑧)/2

)︂
can be uniquely

reduced to the form

(︂
0 𝜖𝑡(𝑧)
𝜖 0

)︂
by the action of ̂︀𝑁 .

The modes of the function 𝑡(𝑧) =
∑︀
𝑡𝑛𝑧

−𝑛−2 are coordinates on the hamiltonian
reduction. Direct computation shows that 𝑡(𝑧) = 𝜖𝑓(𝑧) + ℎ2(𝑧)/4 + 𝑘ℎ′(𝑧)/2. One can
check the {𝑡(𝑧), 𝑒(𝑤)} = 0 as expected. One can see that

{𝑡(𝑧), 𝑡(𝑤)} = −𝑘
3

2
𝛿′′′(𝑧, 𝑤) + 2𝑘𝑡(𝑤)𝛿′(𝑧, 𝑤) + 𝑘𝑡′(𝑤)𝛿(𝑧, 𝑤). (7.4)

In other words 𝑡𝑛 are functions on the space Vir* with Kostant-Kirillov bracket. So we
get (classically) Virasoro algebra from affine Lie algebra ̂︀sl2.
Remark 7.2. If 𝐴(𝑧) =

(︂
ℎ(𝑧)/2 𝑓(𝑧)
𝜖 −ℎ(𝑧)/2

)︂
then the differential equation

(︂
𝑘
𝑑

𝑑𝑧
+𝐴(𝑧)

)︂(︂
𝜙1

𝜙0

)︂
=

(︂
0
0

)︂
(7.5)

is equivalent to the second order differential equation −𝑘2𝜙′′
0(𝑧) + 𝑡(𝑧)𝜙0(𝑧) = 0. Gauge

transformations by the group ̂︀𝑁 preserves 𝜙0 and therefore preserves this equation.
This second order differential equation is a first example of so called oper. Technically

this equation is a row determinant of 𝐿.

Remark 7.3. It is worth to mention generalization of these construction to the other
affine Lie algebra. Consider for simplicity the case of the algebra ̂︀g = ̂︀sl(3).

� The group ̂︀𝑁 =

⎛⎝1 𝛼12(𝑧) 𝛼13(𝑧)
0 1 𝛼23(𝑧)
0 0 1

⎞⎠. The space of hamiltonians is generated by

𝑒𝑖𝑗 [𝑛], where 1 ≤ 𝑖 < 𝑗 ≤ 3, 𝑛 ∈ Z.
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� It is convenient to consider functions 𝑒𝑖𝑗 [𝑛] as a functions on the space of operators
𝐿 = 𝑑

𝑑𝑧 +𝐴(𝑧). Hamiltonian reduction is defined as⎧⎨⎩𝐴(𝑧) =
⎛⎝* * *
1 * *
0 1 *

⎞⎠⎫⎬⎭ / ̂︀𝑁
One can prove that any ̂︀𝑁 orbit uniquely intersects each of the following sets⎧⎨⎩𝐴(𝑧) =

⎛⎝0 𝑡1(𝑧) 𝑡2(𝑧)
1 0 0
0 1 0

⎞⎠⎫⎬⎭ ,

⎧⎨⎩𝐴(𝑧) =
⎛⎝0 𝑡1(𝑧) 𝑡2(𝑧)
1 0 𝑡1(𝑧)
0 1 0

⎞⎠⎫⎬⎭ .

The coordinates 𝑡1(𝑧), 𝑡2(𝑧) are coefficients of the third order differential operator
rdet𝐿. The coordinates 𝑡1(𝑧), 𝑡2(𝑧) correspond to Slodowy slice

� Any ̂︀𝑁 orbit intersects (but non uniquely) set⎧⎨⎩𝐴(𝑧) =
⎛⎝𝑎1(𝑧) 0 0

1 𝑎2(𝑧) 0
0 1 𝑎3(𝑧)

⎞⎠⎫⎬⎭
Therefore we get

(−𝑘𝜕)𝑛 + 𝑡1(𝑧)(−𝑘𝜕)𝑛−2 + . . .+ 𝑡𝑛(𝑧) = (−𝑘𝜕 + 𝑎1(𝑧)) · . . . · (−𝑘𝜕 + 𝑎𝑛(𝑧)).

This is called Miura transform.

� Poisson bracket of 𝑡1(𝑧), 𝑡2(𝑧) is Gelfand-Dickey bracket for classical affine 𝑊
algebra. This can be proven either in terms of 𝑡𝑘 directly [Dic03, Sec 9.4] or in
terms of Miura transformation.

Example 7.4. In case of sl2 we have 𝐿 = 𝑑
𝑑𝑧 +

(︂
0 𝑡(𝑧)
𝑞 0

)︂
. The form is given

by 𝜔(𝐴,𝐵) =
∮︀
Tr[𝐿,𝐴]𝐵𝑑𝑧. Cotangent vector corresponding to 𝑑𝑡𝑛 has the form

𝛿𝑛 =

(︂
𝜆(𝑧)/2 𝜇(𝑧)
𝑧𝑛+1 −𝜆(𝑧)/2

)︂
. It should be ̂︀𝑁 invariant, namely [𝐿, 𝛿𝑛] =

(︂
* *
0 *

)︂
.

This gives 𝜆(𝑧) = −𝑘(𝑛 + 1)𝑧𝑛. The form do not depend on the choice of 𝜇, one

can take 𝜇 = 0 or fix it by the condition [𝐿, 𝛿𝑛] =

(︂
0 *
0 0

)︂
. This gives 𝜇(𝑧) =

(𝑛2 + 𝑛)/2𝑧𝑛−1 + 𝑡(𝑧)𝑧𝑛+1 and

{𝑡𝑛, 𝑡𝑚} = 𝜔(𝛿𝑛, 𝛿𝑚) =

∮︁
Tr[𝐿, 𝛿𝑛]𝛿𝑚𝑑𝑧 ∼ −𝑘3𝑛

3

2
𝛿𝑛+𝑚 + 𝑘(𝑛−𝑚)𝑡𝑛+𝑚.

42



Quantum case. We do quantum reduction using fermions Introduce the anti-commuting
generators 𝜓𝑛, 𝜓

*
𝑚, 𝑚,𝑛 ∈ Z with the relations

{𝜓𝑛, 𝜓𝑚} = {𝜓*
𝑛, 𝜓

*
𝑚} = 0, {𝜓𝑛, 𝜓

*
𝑚} = 𝛿𝑛+𝑚,0

By Cl𝐿 we denote algebra generated by 𝜓𝑛, 𝜓
*
𝑚, 𝑚,𝑛 ∈ Z. It is also convenient to

introduce currents 𝜓(𝑧) =
∑︀

𝑛 𝜓𝑛𝑧
−𝑛, 𝜓*(𝑧) =

∑︀
𝑛 𝜓

*
𝑛𝑧

−𝑛−1

Let 𝐴 be a completion of the product 𝑈(̂︀sl2)𝑘 ⊗ Cl. Here completion allows us to
consider infinite sums of generators which acts on the highest weight modules. Subindex
𝑘 means taking the quotient by the ideal generated by central element 𝐾 − 𝑘.

Introduce an operator

Q𝜖 =

∮︁
|𝑧|=1

(𝑒(𝑧)− 𝜖)𝜓(𝑧)𝑑𝑧.

The cohomology of AdQ𝜖 on 𝐴 are called quantum hamiltonian reduction. It can
be proven that for 𝜖 ̸= 0 the cohomology form Virasoro algebra.The Stress-energy-
momentum tensor which generates the Virasoro symmetry reads

𝑇DS(𝑧) = 𝑇Sug(𝑧) +
1

2
𝜕𝑧ℎ(𝑧)− 𝜓(𝑧)𝜕𝜓*(𝑧), (7.6)

where 𝑇Sug was defined in (6.3). The central charge of this Virasoro algebra equals

𝑐DS = 1− 6(𝑘 + 1)2

𝑘 + 2
. (7.7)

Remark 7.5. One can compute this cohomology using spectral sequence. Introduce
two gradings on 𝐴

deg0 𝑒𝑛 = 1, deg0 ℎ𝑛 = deg0 𝜓𝑛 = deg0 𝜓
*
𝑛 = 0, deg0 𝑓𝑛 = −1;

deg∞ 𝑓𝑛 = deg∞ 𝜓𝑛 = 1, deg∞ ℎ𝑛 = 0, deg∞ 𝜓*
𝑛 = deg∞ 𝑒𝑛 = −1.

We can decompose operator Q𝜖 as

Q𝜖 = Q0 − 𝜖Q∞ =

∮︁
|𝑧|=1

𝑒(𝑧)𝜓(𝑧)𝑑𝑧 − 𝜖

∮︁
|𝑧|=1

𝜓(𝑧)𝑑𝑧.

It is easy to see that
Q2

0 = Q2
∞ = Q0Q∞ +Q∞Q0 = 0

The operator Q0 preserves deg∞ and shifts deg0 by 1, the operator Q∞ preserves deg0
and shifts deg∞ by 1.
It is easy to see that

[Q0, 𝜓(𝑧)] = 0, [Q0, ℎ(𝑧)] = −2𝑒(𝑧)𝜓(𝑧), [Q0, : 𝜓
*(𝑧)𝜓(𝑧) :] = 𝑒(𝑧)𝜓(𝑧),

here [·, ·] denotes super commutator. One can show that cohomology of Q0 are generated
by 𝜓(𝑧) and 𝐽(𝑧) = ℎ(𝑧) + 2 : 𝜓*(𝑧)𝜓(𝑧) :. The 𝐽(𝑧) is a bosonic field with relations on
generators 𝐽(𝑧) =

∑︀
𝑛∈Z 𝐽𝑛𝑧

−𝑛−1, [𝐽𝑛, 𝐽𝑚] = 2𝜅𝛿𝑛+𝑚, where 𝜅 = 𝑘 + 2.
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Now we want to compute cohomology of Q𝜖, one can view them in expansion on 𝜖 we
start from cohomology of Q0 and then add 𝜖 corrections. We have [Q∞, 𝐽(𝑧)] = 2𝜖𝜓(𝑧),
and similarly for any field of the form 𝑃 (𝐽(𝑧), 𝐽 ′(𝑧), . . . ). Moreover, [Q0, [Q∞, 𝑃 ]] = 0,
therefore [Q∞, 𝑃 ] represents class in cohomology of Q0. In order to have correction
𝑃 + 𝜖𝑃 such that [Q𝜖, 𝑃 + 𝜖𝑃1] = 𝑜(𝜖2) we need to have [Q∞, 𝑃 ] = [Q0, 𝑃1], in other
words [Q∞, 𝑃 ] should represent Q0 zero cohomology class.
Note that

[Q0, 𝑓(𝑧)] = ℎ(𝑧)𝜓(𝑧) + 𝑘𝜕𝑧𝜓(𝑧) =: 𝐽(𝑧)𝜓(𝑧) : +𝜅𝜕𝑧𝜓(𝑧)

The left side vanishes in Q0 cohomology. Therefore in Q0 cohomology we have 𝜕𝑧𝜓(𝑧) =
− 1

𝜅 : 𝐽(𝑧)𝜓(𝑧) :, in other words 𝜓(𝑧) is a vertex operator exp(−
∫︀
𝐽(𝑧)/𝜅). This operator

is a screening operator and it well known that the algebra which commutes with this
operator is the Virasoro algebra with central charge (7.7). The formula for the Virasoro
algebra has the form

𝑇DS(𝑧) =
1

4(𝑘 + 2)
: 𝐽(𝑧)𝐽(𝑧) : +

(︂
1

2
+

1

𝑘 + 2

)︂
𝜕𝑧𝐽(𝑧) (7.8)

Now we briefly discuss representations how to get representation of the Virasoro alge-
bra using Drinfeld-Sokolov reduction.
By Λ we denote the Fock representation generated by the vector 𝑣

𝜓𝑛𝑣 = 0 for 𝑛 ≥ 0, 𝜓*
𝑛𝑣 = 0 for 𝑛 > 0.

We introduce the grading on Λ by deg(𝑣) = 0,deg(𝜓𝑛) = 1,deg(𝜓*
𝑛) = −1. The operator

Q𝜖 =
∮︀
|𝑧|=1(𝑒(𝑧) + 1)𝜓(𝑧)𝑑𝑧 acts on the space 𝑉 ⊗ Λ.

It is easy to see that Q2 = 0. We denote by H𝑖
DS(𝑉 ) the cohomology of the com-

plex (𝑉 ⊗ Λ,Q), where 𝑖 stands for the grading on Λ namely the um deg0+deg∞.
These cohomology are called quantum Hamiltonian (or the Drinfeld-Sokolov) reduction
of the 𝑉 , sometimes terms BRST construction, and semi-infinite Lie algebra homology
construction are also used. .
The current 𝑇DS(𝑧) commutes with Q. Therefore, this Virasoro algebra acts on

HDS(𝑉 ) if 𝑉 is an any level 𝑘 representation of ̂︀sl(2). It can be proven that for 𝜖 ̸= 0 and
𝑉 = ℒ𝑙,𝑘 we have H𝑖

DS(ℒ𝑙,𝑘) = 0, for 𝑖 ̸= 0 and H0
DS(ℒ𝑙,𝑘) is irreducible representation of

the Virasoro algebra or zero.
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